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Chapter 1

Introduction

The cover of this thesis is based on a mosaic located at the Alhambra, a 13th

century moorish palace in Granada, the place where I was born and raised. It
is inside the walls of this palace where geometric art reached its climax.

When we enter a room in the Alhambra, at first sight, an entire wall dec-
orated with complex geometric figures calls for our attention. As we keep
observing, we realize that these figures can be disentangled into smaller and
simpler patterns. An even longer observation time is needed to comprehend
that these patterns are based on a few simple geometric forms, which consti-
tute the elementary pieces of the puzzle that is the whole design of the wall.
Simple geometric figures combined to form interlocking repetitive patterns
give rise to a much larger and richer complexity of structures. Therefore, these
elementary shapes contain information about any complex design that can be
found anywhere in the entire palace.

In Nature, similarly to geometric art, there are also elementary units that
form every complex system we know. Atoms and molecules are the tiny
pieces that compose the puzzle of the Universe we live in. Each atom and
molecule encodes an unimaginable amount of information about how the
whole Universe works and has worked since the beginning of times, 13.7 bil-
lion years ago. Atomic and molecular physicists deal with how to decipher
the information encoded in atomic and molecular structure and dynamics.

For this goal, similarly to the observation of a mosaic in the Alhambra, a
greater amount of information is obtained by increasing the time we spend
interrogating an atom or molecule in an experiment. This thesis is about ob-
taining long interrogation times in a molecular beam experiment, in order to
collect information as detailed as possible about the structure of molecules.
Elongating this time to new limits allows us to interrogate molecules to such
a level that questions that were not possible to ask or answer before can now
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be addressed; questions about to what extent the fundamental laws of nature
hold.

In order to obtain these long interrogation times we use electric fields to
manipulate the motion of polar molecules. In the first years of this project, we
have tested a scheme for a molecular fountain consisting of a Stark decelerator
to decelerate molecules to velocities below 5 m/s, and a combination of two
linear and one cylindrical electric quadrupole lenses to cool the molecules as
they are launched upwards and focus them as they fall back under gravity.
Unfortunately, we were not able to observe a signal of molecules falling back
with this setup. This thesis describes our attempts to increase the signal in the
fountain by implementing more elaborated detection schemes and by using
an alternative design for the decelerator.

The remainder of this chapter starts with an overview of the concept, his-
tory and evolution of high-precision measurements. Subsequently, atomic
clocks are explained, together with an evaluation of the stability and accuracy
reached in these experiments. The merits of a molecular fountain for testing
fundamental physics are explained, and a brief introduction is given on Stark
deceleration. The chapter ends with a description of the initial scheme of the
molecular fountain and the challenges encountered during testing this proto-
type.

1.1 High-precision measurements

The level of precision of a measurement is inversely proportional to the time
that the atom or molecule spends interacting with the radiation that induces
a transition between quantum states. Therefore, this time represents the ulti-
mate limitation on the level of precision reached.

High-precision spectroscopic experiments are typically performed simi-
larly to the situation depicted in figure 1.1. Atoms or molecules transit through
a cavity that contains the interrogating radiation, and are detected afterwards.
Particles in the gas phase at room temperature have a velocity v that is typ-
ically of the order of hundreds of meters per second, and the device to pro-
duce the desired radiation would typically have a length L of the order of a
meter. The interaction time ∆t derived from these values, following the rela-
tion ∆t = L/v, is of the order of milliseconds. This means that the transition
under study would have a linewidth ∆ν of the order of kHz, as it is derived
from the relation ∆ν ∝ 1/∆t (more details will follow in section 1.1.1). To
diminish this width, the interaction time has to be increased. Elongating the
dimensions of the device that contains the radiation will increase this time,
but it presents technical issues related to the construction of such a cavity, and
problems with the homogeneity of the radiation field throughout the device.
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These factors will be ultimately translated into errors and overall decrease of
the precision of the measurement. Therefore, a more straightforward solution
to achieve long interaction times is the production of a very slow sample of
atoms or molecules, such that they will spend a long time inside the interro-
gating device. Fig. 1.1 shows the dependence of the transit time of the particles
through the cavity and the linewidth of the corresponding measurement.

 

L

  

∆t = L/v

∆ν = 0.88/∆t

time

frequency

Figure 1.1 – Beam of molecules passing through a device that contains the interro-
gating radiation. Dependence of the width of the measured transition on the transit
time of the molecules through the device.

For an ensemble of particles in equilibrium, temperature and velocity are
related through the Maxwell distribution; therefore, referring to the velocity
of particles is similar to considering their temperature. In the situations pre-
sented in this thesis, it is not completely correct to consider temperature in
this strict sense because in most occasions we do not have thermal equilib-
rium. Furthermore, different temperatures can be associated to each of the
degrees of freedom of the atom or molecule. The external degrees of freedom
are the three directions in space in which the molecules can move, whereas the
internal degrees of freedom refer to their rotation and vibration. In the case of
the experiments presented here, the molecules are in a single state, and their
internal temperature is zero. Therefore, only the temperature associated with
the external degrees of freedom will be considered. The typical temperature
of the ammonia molecules in our experiments is in the millikelvin regime.

1.1.1 Manipulation of neutral molecules and the Rabi experiment

The German physicist Otto Stern was the pioneer of manipulating neutral
atoms and molecules by using their intrinsic magnetic or electric moments. In
1922, Otto Stern and Walter Gerlach published a paper about the experiment
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that they had just performed at the University of Frankfurt [1]. The exper-
iment consisted of the deflection of a beam of neutral silver atoms through
the poles of an inhomogeneous magnet. Their results showed that particles
possess an intrinsic angular momentum that is closely analogous to the angu-
lar momentum of a classically spinning object, but takes only certain quan-
tized values. Stern’s student, Isidor Rabi, studied his mentor’s technique
very carefully and was able to take it a step further. In 1938, he introduced
a new way to measure nuclear magnetic moments; the molecular beam reso-
nance method [2, 3]. A molecular-beam resonance setup consists of a beam of
molecules traversing two inhomogeneous fields. These fields would be mag-
netic or electric depending on whether the purpose of the experiment is to
study the magnetic or the electric dipole of a molecule. For the general case, a
detector is placed on the molecular beam axis, after the molecules have passed
the second inhomogeneous field region. The first field will deflect molecules
in a particular quantum state in a certain way, and the second field will de-
flect the molecules in this state in exactly the opposite way, such that they
will reach the detector. A typical molecular-beam resonance setup and the
trajectories of the molecules through the experiment are depicted in the upper
panel of Fig. 1.2. If a small oscillating field region of length L is placed be-
tween these two regions, molecules can be excited to another quantum state.
If molecules are in a different state, the second inhomogeneous field region
will not deflect them back to the detector and these molecules will be lost,
resulting in a reduced signal. The amount of signal reaching the detector de-
pends on the frequency of the oscillating field; if this frequency is very close to
the molecule’s eigenfrequency, the transition will be driven, resulting in sig-
nal loss. The function P1→2(t, ν) that describes the probability of undergoing
the transition from state |1〉 to |2〉 is a distribution, the sharpness of which ul-
timately depends on the interaction time ∆t of the molecules with the field in
the form ∆ν = 0.88/∆t.

1.1.2 Ramsey’s method of separated oscillatory fields

Norman F. Ramsey was a Ph.D. student under Rabi’s supervision at Columbia
University right at the time when Rabi invented the molecular-beam reso-
nance method. Ramsey started working on a way to make Rabi measure-
ments more precise. He realized that if the molecules, instead of interact-
ing with a single oscillating field for a long period of time, interacted with
two short oscillating regions, leaving a free flight time in between, the mea-
surement would be equivalent to a Rabi measurement with an even narrower
linewidth. The setup and the trajectory of the particles for a Ramsey experi-
ment are shown in the lower panel of Fig. 1.2.
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Figure 1.2 – (a) Diagram of a molecular-beam resonance experiment. Particles fly
through a first inhomogeneous field that acts as a state selector, deflecting the ones
that are in a certain quantum state |1〉 towards the interaction region. Afterwards,
they enter the interaction region L, which contains the interrogating radiation. A
second inhomogeneous field acts as a state analyzer, deflecting back to the detector the
molecules that have undergone the transition. (b) Diagram for a separate oscillatory
field apparatus. The working principle is the same as in (a), the difference being that
the interaction region is divided into two small regions l with a field-free region L in
between.

A π/2 pulse is used in the first interaction zone to create an equal super-
position of the lower and upper levels. While the molecules are in free flight
from the first to the second zone, the phase between the two coefficients that
describe the superposition evolves at the transition frequency. In the second
interaction zone, this phase is probed using another π/2 pulse. If the fre-
quency of the interacting radiation is equal to the transition frequency, the
second pulse will be in phase with the phase evolution of the superposition
and all molecules will end up in the excited state. If the frequency is how-
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ever slightly different, the second pulse will be out of phase with the phase
evolution of the superposition, and only a fraction of the molecules will end
up in the excited state. The so-called Ramsey fringes that appear when the
frequency is scanned have a periodicity that is now given by v/L, where L is
the distance between the two microwave zones.

As Ramsey states in his Nobel Lecture [4], a Ramsey measurement has
several advantages compared to its Rabi counterpart. First of all, a measure-
ment using separated oscillatory fields is less sensitive to non-uniformities of
the constant field, since only the space average value along the path is impor-
tant. Also, the full width at half maximum (FWHM) of the peak measured
using Ramsey’s method is reduced by 60% compared to the corresponding
Rabi peak. Moreover, this method is more effective, and often essential, at
very high frequencies where the wavelength of the radiation used is compa-
rable or smaller than the length of the region in which the energy levels are
studied.

1.2 Atomic clocks

In 1879, Lord Kelvin suggested that the frequency of an atomic transition
could be used to measure time [5]. As opposed to frequency standards based
on vibrations of macroscopic objects, atomic frequency standards have the
advantage that the frequency-determining objects, e.g., atoms of a particu-
lar type are perfectly identical, so that two atomic frequency standards of the
same type have the same frequency. The first prototype of this kind of clocks
was actually based on molecules rather than on atoms; it consisted of an am-
monia maser device built in 1949 at the U.S the National Bureau of Standards.
The accuracy was lower than state-of-the-art quartz clocks, but it served to
demonstrate the concept. Nowadays, thanks to the improvement of cool-
ing technologies allowing for the achievement of long interaction times and
high densities, atomic clocks are the most precise way to measure time or fre-
quency.

1.2.1 Evaluation of stability and accuracy

A frequency standard is characterized by its stability and its accuracy. The
stability is a measure of the statistical uncertainty of a frequency measure-
ment as function of measurement time. The accuracy describes how well the
measured frequency agrees with the unperturbed molecular frequency.
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Statistical uncertainty

In general, the fractional frequency instability of a clock after a certain mea-
suring time τ is given by the Allan standard deviation σy(τ):

σy(τ) = 1
Q

√
τc
τN

(1.1)

where Q = νo/∆ν is the quality factor of the transition, with ν0 the frequency
of the transition and ∆ν ∝ 1/∆t the width of the transition, with ∆t being
the time the molecules spend interacting with the interrogating radiation∗; N
is the number of atoms detected per cycle and τc is the duration of a cycle.
From this formula it is clear that, in order to decrease the Allan deviation
and therefore reach high accuracy, it is necessary to elongate the interaction
time ∆t, but it is as important to have a large number of detected molecules.
The number of molecules that can be detected will depend on the density
of molecules as well as on their temperature. To combine the density and
temperature of an ensemble of particles in a unified property, it is convenient
to define the concept of phase-space density.

Intermezzo: phase-space density

The phase space of a particle with no internal degrees of freedom is a six-
dimensional space defined by the three spatial dimensions q := {x, y, z} and
a momentum -or velocity- component in each direction vq := {vx, vy, vz}. A
point in phase-space {q,vq} can be associated with each particle in an en-
semble. The number of particles per unit volume in phase space is known as
the phase-space density. In quantum mechanics, the phase-space density is
defined by the degeneracy parameter of a gas, D:

D = nΛ3, with Λ =
(

2π~2

mkT

)1/2

(1.2)

where n is the number density, Λ is the thermal de Broglie wavelength, ~ is
the reduced Plank constant, m is the mass of the particles, k is the Boltzmann
constant and T the temperature of the ensemble. In the Boltzmann regime (far
from quantum degeneracy, D � 1), the degeneracy parameter is equal to the
number of molecules per space and velocity intervals, and thus equivalent to
the definition of phase-space density in classical mechanics. In the opposite
case, when D becomes of the order unity, the behavior of the system becomes
significantly different from the classical one and is characterized by typical

∗Note that it is implicitly assumed that the lifetime of the excited state is much longer than
the interaction time.
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quantum effects, like interference or zero-point energy and motion. A system
like this brings up new phenomena unknown in classical statistics, like the
observation of a new state of matter known as a Bose-Einstein condensate.

According to Liouville’s theorem, the phase-space density is conserved for
forces that can be derived from a potential. The experiments presented in this
thesis are performed on a supersonic beam of molecules, where there are no
collisions, and the forces are exerted by inhomogeneous electric fields. These
forces can be derived from a potential, and Liouville’s theorem applies [6].
As a consequence, the phase-space density does not change, and lowering the
temperature (i.e., the velocity spread) of an ensemble is accomplished by a
corresponding decrease in spatial density. This kind of manipulation of the
molecules will be referred to as adiabatic cooling. In any spectroscopic exper-
iment that aims for long interaction times, increasing the number of molecules
N that will ultimately reach the detector is essential. In our experiments, the
optimization of N is done by phase-space manipulation of the molecules.

Systematic effects

While Eq. 1.1 describes the statistical uncertainty, systematic effects have to be
taken into account as well to calculate the total uncertainty budget of a mea-
surement. They will contribute to the accuracy of the measurement as shifts,
broadening or distortions of the linewidth. Such contributions are, among
others, the Doppler shift, black body radiation, the Zeeman and Stark shifts
and collisional shifts. They have to be minimized or very accurately measured
to be able to reach the desired high precision.

In general, systematic shifts increase with the linewidth of the transition
under study [7]. Let us consider two experiments with the same Allan uncer-
tainty value; one of them is based on long interaction times and modest N ,
and the other is a dense beam of fast molecules, therefore large N but short
interaction times. The reason the former is better than the latter for determin-
ing frequency shifts is that the systematic effects are more difficult to identify
in the case of a broad linewidth. A broader linewidth makes the systematic
uncertainties more difficult to estimate because systematic effects are merged
or hidden in the line shape, and therefore difficult to disentangle from it. Con-
sequently, a measurement with a narrow linewidth is often more reliable and
accurate than a measurement with a broad linewidth, even if Eq. 1.1 predicts
the same statistical uncertainty.

1.2.2 An atomic fountain clock

If the velocity of the particles under study is really small, the gravitational
pull of the earth will become important. A very elegant way of achieving long
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interaction times is to take advantage of this effect by using a fountain configu-
ration. The first attempt to explore the fountain clock idea with cesium atoms
was carried out by one of Rabi’s colleagues, Jerrold Zacharias, in 1950 [8].
Zacharias’ aim was to perform a Ramsey measurement; atoms will fly up-
wards, interact with the interrogating radiation, and subsequently fall back
under gravity, interacting for a second time. A thermal atomic beam directed
upwards was used in the experiment. Most atoms in the beam would be too
fast to fall under gravity in the atomic beam machine; however, Zacharias con-
cluded that, if the velocity distribution of the atomic beam follows a Maxwell
distribution, the number of atoms at very low velocities would be enough to
see them falling back.

Unfortunately, the desired selection of the very slowest atoms from the
thermal distribution did not work because collisions near the nozzle of the
oven practically eliminated this velocity class. Some years after, one of the
most efficient methods for cooling atoms, laser cooling, was first proposed
[9, 10] and then demonstrated [11, 12]. This process consists of making atoms
interact with one or several resonant laser beams. Atoms will undergo many
cycles of excitation and consequent relaxation, giving rise to a significant net
momentum transfer from the laser beam to the atoms. The invention of laser
cooling and trapping techniques allowed for the production of a slow and
dense beam of atoms, making possible the achievement of the first cesium
fountain clock in 1989 [13]. Fig. 1.3 shows a typical atomic fountain setup. It
consists of a gas of cesium atoms that is introduced into the clock’s vacuum
chamber and six infrared laser beams directed at right angles to each other at
the center of the chamber. The lasers will gently push the cesium atoms to-
gether, slowing down their movement and cooling them to temperatures near
absolute zero. The cloud of atoms is tossed upward by two vertical lasers;
after this operation, all of the lasers are turned off. The atoms will fly about a
meter high through a microwave-filled cavity and interact with the radiation.
Under the influence of gravity, the ball then falls back down through the mi-
crowave cavity, interacting with the radiation for a second time. Nowadays,
atomic fountain clocks routinely achieve a precision of 10−16 [14, 15].

Since 1967, the International System of Units (SI) has defined the second as
the duration of 9 192 631 770 cycles of radiation corresponding to the transi-
tion between two energy levels of the cesium-133 atom. International Atomic
Time (TAI, from the French name Temps Atomique International), crucial for
modern-day communication and navigation technology, is a weighted aver-
age of the time kept by over 200 atomic clocks in over 50 national laborato-
ries worldwide, largely determined by the fountain clocks operated in the US,
France, Germany, UK, Switzerland and Japan.
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Figure 1.3 – Schematics of the cesium atomic fountain clock. A gas of cesium atoms
is introduced into the clock’s vacuum chamber. Six infrared laser beams are directed
at right angles to each other at the center of the chamber. The lasers gently push
the cesium atoms together into a ball. During this process, the lasers slow down the
movement of the atoms and cool them to temperatures near absolute zero. Two vertical
lasers are used to gently toss the ball upward, and then all of the lasers are turned off.
This little push is enough for the atoms to fly about a meter high through a microwave-
filled cavity. Under the influence of gravity, the ball then falls back down through the
microwave cavity [16].
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1.2.3 Optical clocks

Optical transitions are beneficial for use in clocks because they have a high
Q factor. Optical clocks are achieved by trapping neutral atoms or ions and
making them interact with radiation in the optical range. Methods for trap-
ping atoms and ions have been improving over the years and are now able to
reach very low temperatures, high densities and low perturbation of the clock
frequency by the trap field, which greatly minimizes the systematic effects
and uncertainty of the measured transition.

Atoms can be trapped in different ways. In order to build a clock, a trap
method that allows for very low temperatures and high densities is needed.
Ultracold (below mK) atoms can be trapped in the focus of a laser whose fre-
quency is far detuned from optical transitions in the atom. Optical excitation
can be kept so low that this trap is not limited by light-induced mechanisms.
The internal ground-state dynamics can thus be exploited for experiments,
and time scales of many seconds are reached. In addition to this, a large
variety of trap geometries is possible, like highly anisotropic or multi-well
traps. Normally, the two states involved in the clock transition have different
ac Stark shifts, and these may be of different signs. This problem introduces
a significant dependence of the measured frequency of the clock transition
upon the lattice wavelength. To reduce this systematic error, traps are oper-
ated at the so-called magic wavelength; at this wavelength, the ac stark shift of
the levels is the same [17]. Recently, a strontium clock with with accuracy and
stability at the 10−18 level has been built by Bloom et al. [18].

In the same way as atoms, ions can also be trapped by means of electric
or magnetic fields and be used for high-precision measurements. The fields
in ion traps act on the ions’ overall charge and do not significantly perturb
their internal structure, reducing systematic effects. The most accurate type of
ion clock is the so-called quantum logic clock, built for the first time by Rosen-
band et al. [19, 20]. Using electron impact ionization, a single aluminum ion
and a single beryllium ion were loaded simultaneously into a linear Paul trap.
Aluminum has a transition with an extremely high Q factor but its properties
are not easily manipulated or detected with lasers. Both ions were confined
on the axis of the trap, coupled by their mutual Coulomb repulsion. This cou-
pling allowed the beryllium ion to sympathetically cool the aluminum ion and
also enabled mapping of the aluminum’s electronic state onto the beryllium’s
hyperfine state, which can be measured with high fidelity. Some years later,
they described a second, enhanced version of the quantum logic clock based
on individual ions of aluminum and magnesium as a more efficient partner
ion. With this new setup, the 10−18 level was reached [21]. Trapped ions can
therefore also provide very accurate high-resolution clocks.
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Thanks to the above mentioned techniques, optical clocks based on trapped
atoms or ions have recently achieved a better fractional accuracy than foun-
tain clocks. This puts aluminum ion or strontium atomic clocks in a posi-
tion to replace the cesium fountain clock as the standard for time. While the
fractional accuracy achieved in optical clocks is superior to that of microwave
fountain clocks, the latter ones are able to detect a smaller absolute frequency
shift. For comparison, the aluminum ion clock achieves a fractional accuracy
of 8.6 × 10−18 at a frequency of 1.121 PHz, implying an absolute accuracy of
around 10 mHz [21]. The cesium fountain clock, on the other hand, achieves a
fractional accuracy of 2× 10−16 at a frequency of 9.192 GHz, implying an ab-
solute accuracy of approximately 2 µHz [14], i.e., 5000 times more precise than
the aluminum ion clock. We are interested in measuring small absolute shifts
in molecules. Therefore, it makes sense to try to copy the technique that has
been most successful in detecting absolute frequency shifts; the microwave
fountain clock.

1.3 A molecular fountain

Due to the problems associated with molecules, molecular clocks are unlikely
to ever achieve a fractional (or absolute) accuracy that is competitive with
those of atomic and ion clocks. Their main virtue lies in the fact that their
structure and symmetry makes them very suitable for tests of fundamental
interactions that are not possible in atoms (for an extensive discussion on this
topic, see for instance [22, 23]). High-precision measurements in molecules are
used to search for the electron dipole moment [24, 25, 26], parity violation [27]
and the variation of fundamental constants [28, 29, 30]. In the case of the am-
monia molecule, NH3, the inversion splitting is very sensitive to the variation
of the proton-to-electron mass ratio µ = mp/me, and even a small change of
this constant would result in a frequency shift that could be detected with an
ammonia fountain clock. More detail about the ammonia molecule and its
inversion frequency will follow in section 1.4.1.

As was the case in atomic clocks, the Allan standard deviation of a mea-
surement in a fountain configuration (Eq. 1.1) would depend strongly on the
interaction time of the measurement and also on the amount of detected par-
ticles after the Ramsey process. To minimize this quantity and obtain a high
level of precision, two steps are essential: (i) molecules need to be decelerated
in order to be able to fall back under gravity, allowing for very long interaction
times (in our case, of the order of 0.5 sec); (ii) phase-space manipulation has to
be performed in order to obtain a beam of molecules that is cold enough and
dense enough that it can undergo a long interaction time while allowing for
the detection of a large number of molecules.
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Figure 1.4 – (a) Schematics of a molecular fountain setup. Ammonia molecules
seeded in xenon are released from a pulsed supersonic valve (General Valve series 99).
Molecules have a velocity of around 300 m/s after undergoing supersonic expansion
and subsequently passing through a skimmer. They enter a 101-stages Stark deceler-
ator, where they are decelerated to around 5 m/s in order to be able to fall back under
gravity. Two linear quadrupoles for transverse focusing and a cylindrical quadrupole
for longitudinal focusing of the molecules are placed after the Stark decelerator in order
to keep the density of molecules as high as possible. Molecules will afterwards pass
through a microwave cavity that will drive the inversion transition. Subsequently,
they will fall back under gravity, crossing the cavity for a second time and being de-
tected. (b) Trajectories of the molecules on the xz plane as they travel through the
fountain. The phase-space volume in the transverse plane is plotted on the left for
three different situations; (i) after the molecules leave the decelerator, (ii) after focus-
ing on the transverse direction, (iii) after focusing in both directions. Figure adapted
from [30].
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The experimental challenge of slowing down and manipulating molecules
is that, given the complexity of the molecular level structure, laser cooling
for most molecular species is either not possible or highly inefficient, even
though it has been demonstrated for a few of them [31, 32, 33]. Therefore,
other techniques for controlling the internal and external degrees of freedom
of molecules have to be developed. In the case of the experiments presented
here, deceleration and manipulation of the molecules will be performed with
inhomogeneous electric fields.

A Stark decelerator and a series of quadrupole focusing lenses are used
to decelerate and focus the molecules into the detection zone. The setup, the
trajectories and the phase-space volume of the molecules in each stage of the
fountain are shown in Fig. 1.4. In our setup, a mixture of ammonia and xenon
expands through a pulsed valve into vacuum. During the expansion, inter-
nal energy is converted into forward velocity, resulting in a beam that has
a narrow velocity spread centered at around 300 m/s with a low rotational
and vibrational temperature. They enter a 101-stages Stark decelerator, where
they are decelerated to around 5 m/s to be able to fall back under gravity. In
order to keep the density of slow molecules as high as possible throughout
the fountain, two linear quadrupoles for transverse focusing and a cylindrical
quadrupole for longitudinal focusing are placed on top of the Stark decelera-
tor. After being focused, the molecules pass through a microwave cavity that
drives the inversion transition. Subsequently, they fall back under gravity,
crossing the cavity for a second time, and they are detected.

Unfortunately, this first prototype of a molecular fountain did not prove
efficient enough for keeping a high density of slow molecules, mainly due
to large losses of the Stark decelerator at the velocities of interest. The next
sections illustrate the working principle of Stark deceleration techniques and
give more insight on the issues encountered while developing this molecular
fountain scheme.

1.4 Manipulation of polar molecules with electric fields

Polar molecules, due to the asymmetric distribution of the charge over the
molecules, have a body-fixed electric dipole moment. The interaction of this
dipole moment with an external electric field gives rise to a shift of the en-
ergy levels that is known as the Stark effect. As a result of this interaction, a
mechanical force acts on a polar molecule when placed in an inhomogeneous
electric field. This way, the transverse and longitudinal velocity can be ma-
nipulated, similarly to how charged particles are manipulated by means of an
electric field in particle accelerators. The difference is that in a charged-particle
accelerator the force is a function of the particle’s charge and the strength of
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the field in the form F = q E, whereas in the case of polar molecules in inho-
mogeneous fields the force exerted on the molecules depends on the electric
dipole moment of the molecules, µeff, and on the electric field gradient;

F(r) = −∇W = µeff(|E|)∇|E(r)| (1.3)

where W is the potential energy known as Stark shift. As a consequence,
the forces exerted on molecules in inhomogeneous fields are typically eight
orders of magnitude smaller than the forces obtained in charged-particle ac-
celerators [34].

1.4.1 The ammonia molecule

Ammonia is the polar molecule that will be the protagonist of our experi-
ments. NH3 is a classic example of a symmetric top molecule [35]. It has a
pyramidal shape, with the three hydrogen atoms forming the base and the
nitrogen atom at its apex.

Inversion splitting

Figure 1.5 shows the potential energy of the nitrogen atom in the Coulomb
field of the hydrogen atoms as a function of the umbrella angle, which is the
angle between the molecular symmetry axis and a line connecting the nitrogen
atom with one of the hydrogen atoms. Note that in the Born- Oppenheimer
approximation this potential curve is identical for all isotopologues of ammo-
nia. The horizontal lines show the energy of the ν2 umbrella vibration in the
double well. The two minima of the potential correspond to two equilibrium
positions, ρ1 = 68◦ and ρ2 = 112◦. The ammonia molecule usually vibrates
in either of the two potential wells around this equilibrium position at a fre-
quency of 950 cm−1. For an infinitely high barrier, tunneling would not be a
possibility, and the two lowest vibrational levels would be degenerate; NH3
at ρ1 and NH3 at ρ2 would be similar to two different molecules in two dif-
ferent potential wells, since a molecule in ρ1 has no probability of becoming a
molecule in ρ2. The wavefunctions ψρ1 and ψρ2 would be eigenfuctions of this
system, with identical energies associated. For a finite barrier, however, after
some vibrations around ρ1 the nitrogen atom may tunnel through the plane of
the three hydrogen atoms, acquiring the equilibrium position ρ2 and starting
to vibrate around it. In this situation, ψρ1 and ψρ2 are no longer eigenfuctions
of the system and, instead, linear combinations of them ψs = 1√

2 (ψρ1 + ψρ2)
and ψa = 1√

2 (ψρ1 − ψρ2) have to be chosen. As a consequence, these two
eigenfuctions are no longer degenerate in energy, but a splitting between the
two energy levels corresponding to the two eigenfuctions arises. The vibronic
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ground state is designated asX(0) for the symmetric component andX(1) for
the antisymmetric.
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Figure 1.5 – Potential energy of the electronic ground state of ammonia as a function
of the umbrella angle. The tunneling effect causes each vibrational level to split into a
symmetric and antisymmetric component.

Theoretically, the inversion frequency dependence on the reduced mass m
of the molecule follows the formula:

νinv = a0√
m

e−a1
√
m (1.4)

where a0 and a1 are constants [36]. The exponential dependence of this fre-
quency with the mass gives rise to a very high sensitivity of this system to
variations of the effective mass of the particle that tunnels. As an example,
if the hydrogen atoms are replaced by deuterium atoms, which increases the
reduced mass by almost a factor of two -as it is the case for ND3-, the splitting
frequency of ammonia is reduced from 23.8 GHz to 1.56 GHz. This great sen-
sitivity can be used to probe a variation of the proton-to-electron mass ratio,µ,
with time; if µ changes with time the effective mass tunneling in ammonia will
be different, resulting in a frequency shift. The sensitivity of a given transition
to a variation in µ is described by the sensitivity coefficient, Kµ, defined via
the expression

∆ν
ν

= Kµ
∆µ
µ

(1.5)
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where ∆ν/ν is the relative shift in frequency of the measured transition and
∆µ/µ is the relative change of the proton-to-electron mass ratio. The calcu-
lated sensitivity coefficients to a variation of µ for the inversion frequencies of
NH3 and ND3 are Kµ = −4.2 and Kµ = −5.6, respectively [30, 37].

The Stark effect in ammonia

As the energy level structure and the Stark shift of ammonia has been exten-
sively studied in many theses and papers [35, 38, 39], here I will only discuss
the aspects that are relevant for this work. The rotational structure of NH3 and
ND3 is best described by the quantum numbers J , the total angular momen-
tum,M , the projection of the total angular momentum on the space-fixed axis,
and K, its projection onto the molecular axis. When an ammonia molecule is
placed in an inhomogeneous electric field E, the energy levels undergo a Stark
shift WStark which to first order is given by:

WStark = ±

√(
Winv

2

)2
+
(
µE

MK

J(J + 1)

)2
∓ Winv

2 (1.6)

where Winv is the inversion splitting, E is the magnitude of the electric field
and µ is the permanent electric dipole moment, which for NH3 and ND3 is
1.47 Debye and 1.5 Debye, respectively.

The curves of the energy levels for the two inversion states of NH3 and
ND3 as a function of electric field strength are shown in the upper panel of
Fig. 1.6. Molecules in a quantum state with a negative Stark shift experience
a force toward a region of higher electric field and are referred to as high-
field seekers (see the case MK = −1), while molecules in a state with a pos-
itive Stark shift experience a force toward lower electric field regions and are
known as low-field seekers (see MK = 1). The lower panel of Fig. 1.6 shows
the effective dipole moments, µeff, for the two inversion states of NH3 and
ND3. It can be observed that, at a certain value of electric field, µeff reaches a
nearly constant value; from this value onwards, the Stark shift is linear with
electric field. As a result of the relatively small inversion splitting of ND3, the
Stark shift becomes linear for electric field values much smaller than in the
case of NH3. For NH3, the Stark shift depends quadratically on the electric
field up to values around 20 kV/cm, becoming linear afterwards.

1.4.2 The Stark decelerator

A Stark decelerator is a device capable of changing the longitudinal velocity
of polar molecules while keeping them confined in the transverse directions.
It is operated using time-varying electric fields. Stark deceleration was first
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demonstrated using metastable CO molecules [40], and since then it has been
applied to many other polar molecules [22, 34].

A Stark decelerator consists of an array of pairs of electrodes that will be
switched on at positive and negative high voltage (HV) as the molecules ap-
proach them (see Fig. 1.7). This generates an area of maximum electric field
in the plane of the electrodes, creating a potential energy barrier for low-field-
seeking states. Molecules in this quantum state will feel a force towards low
electric field areas. Part of the initial kinetic energy of the molecules is trans-
formed into potential Stark energy and the molecule’s velocity decreases. The
molecule would regain its initial kinetic energy as it leaves the region of high
electric field, but this process can be avoided by abruptly switching off the
field before the molecule has regained its initial velocity.

While decelerating the molecules longitudinally, transverse focusing is also
achieved; since the minimum field in the transverse direction is situated in
the middle between two electrodes, low-field seekers feel a force towards the
centre. By orienting a decelerating stage orthogonally with respect to the pre-
vious one, alternating focusing in the two transverse directions is achieved
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Figure 1.6 – Stark energy level diagrams and effective dipole moments for the
|J,K〉 = |1, 1〉 state of NH3 (left-hand side) and ND3 (right-hand side).
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Figure 1.7 – The operation principle of a Stark decelerator. Molecules lose kinetic
energy upon repeated switching between two high-voltage configurations shown in
panel (a) and (b).

(note that in Fig. 1.7 the electrodes are represented on the same orientation for
clarity).

In a molecular fountain, molecules with velocities of around 3 m/s are
needed in order to be able to fall under gravity and allow for interaction times
of the order of a second. According to previous experiments and simula-
tions [41], a Stark decelerator should give a sufficient number of molecules
for the fountain experiment. Unfortunately, it was later found that the phase-
space density goes down rapidly for velocities lower than 50 m/s.

In Fig. 1.8, the density of molecules at the end of the decelerator was sim-
ulated as a function of the final velocity. Each data point is obtained by sim-
ulating the trajectories of typically 106 molecules with a randomly generated
initial position and velocity [39]. It is observed that the number of molecules
in the packet as well at its phase-space density drops at low velocities. This
decrease is a direct consequence of the fact that the approximations used to
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Figure 1.8 – Simulated three-dimensional phase-space density at the end of the de-
celerator as a function of the final velocity with a constant phase angle φ0 = 60◦.
Diamonds represent the normalized number of molecules within a phase-space vol-
ume of 1 mm3 (m/s)3 around the synchronous molecule. The solid line is intended to
guide the eye. Each data point is obtained by simulating the trajectories of typically
106 molecules with a randomly generated initial position and velocity [39].

derive phase stability [38, 42] are valid at high velocity only, and break down
at low velocities, where the characteristic wavelength of the longitudinal and
transverse motion of the molecules becomes comparable to the periodicity of
the decelerator. For more information about this loss mechanism, see [42]. As
a result of this, even though a decent signal of slow molecules could be de-
tected at the first quadrupole (see Fig.1.4), no molecules at the velocities of
interest could be detected after the cylindrical quadrupole.

This thesis deals with different methods to compensate for this loss at low
velocities, the most important of which is the implementation of an improved
kind of Stark decelerator.
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1.5 Outline of this thesis

This thesis focuses on the creation and detection of a slow beam of ammonia
molecules in a vertical beam machine. If this beam is sufficiently slow and
has sufficiently low temperature, ammonia molecules will fly through the ex-
periment with minimum velocity spread, maintaining a density that is high
enough and will allow us to detect the molecules after very long times. The
long interaction times that could be achieved by a slow and dense molecular
beam would make it possible to perform high-resolution spectroscopy.

The following chapters describe three different approaches to improve the
signal of slow molecules at the detector; Chapter 2 explores the efficiency of
a new detection scheme for the ammonia molecules via 1+1’ REMPI using
VUV light as a substitution of the 2+1 REMPI detection used until then [39].
Chapter 3 is focused on improving the method for detecting slow molecules.
A velocity map imaging lens system is designed to separate fast molecules
from slow ones on a CCD camera, therefore reducing the background of fast
molecules that contributes to noise on the signal of slow molecules. Chap-
ters 4 and 5 describe the implementation of a new kind of Stark decelerator;
a traveling wave decelerator. The traveling wave decelerator is proven to be
an improved version of the conventional Stark decelerator, since it avoids the
losses that the latter one had at low velocities by creating a true 3D trap that
travels with the molecules. The high control over the voltages in the traveling
wave decelerator allows not only for efficient deceleration, but also for differ-
ent techniques of manipulation of molecules, i.e., trapping, adiabatic cooling
and characterization of the frequencies of the molecules inside the trap. Re-
sults for trapping, cooling and characterization of the trap will be presented.
After the experiments described in Chapters 4 and 5, we implemented var-
ious improvements to the molecular beam machine, the most notable being
the realignment of the traveling wave decelerator and the improvement of its
overlap with the conventional Stark decelerator. Thanks to these changes, the
number of ions detected in the experiment increases by a factor of 20 and the
losses inside the traveling wave decelerator are greatly reduced, allowing us
to do a number of experiments that were not possible before. Chapter 6 de-
scribes the results of an experiment in which we create an ultra-cold sample
of ammonia molecules that is released from the trap and recaptured after a
variable time. By performing adiabatic cooling before releasing the molecules
and adiabatic re-compression after they are recaptured, we are able to observe
molecules even after more than 10 ms of free expansion. A coherent measure-
ment performed during this time will have a statistical uncertainty that de-
creases approximately as the inverse of the square root of the expansion time.
This offers interesting prospects for high-resolution spectroscopy and preci-
sion tests of fundamental physics theories.





Chapter 2

Detecting ammonia molecules
using vacuum-ultraviolet radiation

In this chapter, a 1+1’ Resonantly Enhanced Multi-Photon Ionisation (REMPI)
scheme using tunable laser radiation around 160 nm is implemented to de-
tect ammonia molecules. Because of its favorable properties, i.e., large dipole
moment, relatively low mass and high vapor pressure, NH3 [38, 43] and its
deuterated isotopologue, ND3 [41, 44], have been the prototype molecules
in Stark deceleration and trapping experiments and are also obvious candi-
dates for testing a molecular fountain. So far, detection of ammonia has been
performed via the X→B̃1E” transition using 2+1 REMPI with ultraviolet light
around 320 nm (see left panel of Fig. 2.1). As the first step in this scheme re-
quires two photons, it demands the laser beam to be tightly focused, thus lim-
iting the detection volume and the number of molecules that are addressed.
Here, we test whether a 1+1’ REMPI scheme is a more sensitive detection
method for ammonia molecules (see right panel of Fig. 2.1). Since this is a
one-photon transition, a much larger volume can be probed. However, this
scheme requires vacuum-ultraviolet (VUV) radiation, the production of which
is highly inefficient and experimentally challenging. In essence, the question
we want to address in this chapter is whether it is more efficient to generate
the required frequency to make a one-photon transition or to let the ammonia
molecules absorb two UV photons.

2.1 Introduction: Nonlinear optics and frequency mixing

The field of nonlinear optics describes the behavior of light in nonlinear me-
dia, that is, media in which the dielectric polarization responds nonlinearly to
the electric field of the light. This nonlinearity is normally only observed at
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Figure 2.1 – The two different ionization methods employed in this experiment. The
2+1 REMPI scheme used so far requires two UV photons which excite the molecules
to the B̃(ν2 = 3) state, plus a third UV photon to ionize them. The new 1+1’ REMPI
scheme requires a VUV photon to excite the molecules to the B̃(ν2 = 4) state and a
UV photon for ionization.

very high intensities of the light (when the electric field of the light is compara-
ble to the interatomic electric fields) such as those provided by pulsed lasers.
Therefore, the concept and prospects of harmonic conversion of optical fre-
quencies via nonlinear optical methods started being considered in the years
immediately after the invention of the laser. In 1961, Franken et al. observed
for the first time second harmonic generation of the light of a non-tunable
ruby laser using crystalline quartz as the nonlinear medium [45]. In 1967, har-
monic generation in gases was demonstrated [46]. This opened the rich field
of VUV and XUV (extreme ultra-violet) spectroscopy, based on converted co-
herent laser radiation. For a review of the subject, see for instance [47].

Let us consider a medium that is irradiated by laser beams, represented
by electric field vectors Ei and propagation vectors ki. In this situation, a
polarization Pi is induced in the medium, which can be expressed as [47]:
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Pi = ε0

[
χ

(1)
ij Ej + 1

2χ
(2)
ijkEjEk + 1

6χ
(3)
ijklEjEkEl +O(E4)

]
, (2.1)

where χ(1) and χ(n) are the linear susceptibility and the nonlinear suscepti-
bilities of the medium respectively, which are properties of the material the
medium is composed of. For a medium with inversion symmetry, such as an
ensemble of gaseous particles, the even orders in the nonlinear polarization
cancel and hence χ(2n) = 0 for integer n. The nonlinear susceptibilities χ(n)

depend on the frequency of the incoming fields and the generated light. For
the production of VUV radiation with nanosecond pulsed lasers, which will
be the case considered here, the third-order nonlinear susceptibility χ(3) is the
dominant term. Therefore, only this term will be taken into account in the
following discussion.

The different aspects of the conversion process, i.e., the conversion effi-
ciency, resonance enhancement effects, dependence on the focusing condi-
tions, gas densities and polarization properties are related to two aspects of
wave mixing. First of all, the phase matching; ensuring that a proper phase re-
lationship between the interacting waves is maintained along the propagation
direction for optimum nonlinear frequency conversion. Phase matching de-
pends on the indices of refraction, dispersion properties and the geometry and
focusing conditions of the three laser beams. Secondly, the microscopic (ma-
terial) properties of the medium, information contained in χ(3). The nonlinear
polarization induced in the medium for the specific case described above is
given by [47]:

P(3)
i = χ

(3)
ijklEjEkEl (2.2)

Several wave-mixing processes can be considered. All the processes in-
volving χ(3) are known as four-wave mixing, which is one of the most com-
monly used frequency-mixing schemes. Noble gases (Xe, Ar, Kr and Ne) are
generally employed as the nonlinear media because they have an appropriate
level-structure and are experimentally convenient. The four possible wave-
mixing processes in this case are:

sum frequency mixing ω4 = ω1 + ω2 + ω3 (2.3)
sum-difference frequency mixing ω4 = ω1 + ω2 − ω3 (2.4)

difference frequency mixing ω4 = ω1 − ω2 − ω3 (2.5)
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2.1.1 Resonantly enhanced sum-difference frequency mixing in
krypton

Sum-difference frequency mixing schemes allow for a widely tunable VUV
output because the wave-vector mismatch, ∆k = kVUV − (2kR − kT ) -where
kT and kR are the tunable and resonant light wave vectors, respectively-, has
no restrictions on the sign for achieving optimal phase matching. Unfortu-
nately, non-resonant sum-difference mixing schemes have low conversion ef-
ficiencies, typically in the range η = 10−5−10−6 for input powers of 1−5 MW.
A large enhancement of the conversion efficiencies can be obtained if the sum
frequencies can be tuned to a two-photon resonance of the nonlinear medium
used for conversion. This has been demonstrated using xenon [48] and kryp-
ton [49, 50], achieving conversion efficiencies of the order of 10−4 for input
powers of a few hundred kilowatts.

λR=212.55 nm

λR=212.55 nm

λT~320 nm

λVUV~159 nm

4p55p[1/2,0]

Figure 2.2 – The conversion scheme used in our experiment. To generate VUV
radiation via sum-difference frequency mixing, krypton gas is used as a nonlinear
medium and the sum-frequencies are tuned to the very strong two-photon transition
4p− 5p[1/2, 0], at λR = 212.5 nm. The tunable light λT used is around 320 nm. In
this way λVUV ∼ 159 nm is generated.

In the experiment presented in this chapter, krypton is used as a nonlinear
medium and, similarly to the experiment realized by Marangos et al. [50], the
sum-frequencies are tuned to a very strong two-photon transition,
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4p− 5p[1/2, 0], at λR = 212.5 nm. The conversion scheme is shown in Fig. 2.2.
To produce the necessary wavelengths for this process, two dye lasers running
at around 640 nm are required, which is specially convenient for us since we
already use this wavelength in the usual 2+1 REMPI scheme. Note that, if λR
was tuned to the exact value of the krypton resonance, an excessive produc-
tion of krypton ions might generate a plasma, which would partially destroy
the VUV beam [48]. To avoid this effect, in our experiment we set λR slightly
out of resonance, with a blue detuning of around 0.003 nm.

The sum-difference frequency mixing process that takes place to produce
the VUV radiation is given by:

ωVUV = 2ωR − ωT , (2.6)

where ωVUV is the frequency of the VUV radiation, ωR is the frequency of
the UV light that is resonant with the two-photon transition in krypton and
ωT is the frequency of a tunable UV laser. The power of the VUV radiation
produced in the krypton cell in this case can be expressed as [50]:

PVUV ∝ P 2
RPTN

2χ2F (2.7)

where PR and PT are the powers of the resonant and tunable radiation re-
spectively, N is the number density of atoms and χ is the third-order non-
linear susceptibility described in 2.1. F is the dimensionless phase-matching
function, which is given by:

F (bR) ∝ exp(−αbR∆k) (2.8)

Here, ∆k is the wave-vector mismatch, bR, is the confocal parameter of the
resonant beam and α is a number close to unity [50]. The focusing conditions
also play a role in the final expression of F . Equation 2.8 gives the dependence
of F for a Gaussian beam in the tight-focusing limit [50].

If the phase mismatch per krypton atom is defined as C = ∆k/N , the
generated VUV power is given by:

PVUV ∝ N2exp(−αbRCN) (2.9)

This function has a maximum when the number of krypton atoms fulfill the
condition N = 2

bRC
. Therefore, by modifying the gas pressure to achieve the

optimal N , the output of VUV light can be maximized for any given bR [50].

2.2 Experimental setup

In this experiment, ammonia molecules are produced in our vertical beam ma-
chine and guided at 300 m/s through the Stark decelerator. After exiting the
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decelerator, the molecular beam passes through the quadrupoles, where it is
crossed with the VUV and UV laser beams that will ionize the molecules. The
ions are extracted by applying a voltage of +500 V to two of the quadrupole
rods and 0 V to the two remaining rods. A time-of-flight setup with a micro-
channel plate allows for mass selection of the ions.

Dichroic mirror

λ/2 plate

BBO

KD*P Sirah

KD*PPDL

Telescope

MCP

Kr Cell

λR  =212.55 nm

λT~320 nm
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λ/2
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Beam
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Vertical beam 
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Nd:YAG 

Nd:YAG 

 Ion current
0 V

+500 V

 Ion lens 
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Figure 2.3 – Setup used for the production of VUV light. A laser beam resonant
with the 4p − 5p[1/2, 0] two-photon transition in krypton is produced by doubling
the frequency of the light of a Sirah Cobra pulsed dye laser in a KD*P crystal and
subsequently passing it through a BBO crystal, where the fundamental and the dou-
ble modes mix and generate λR = 212.5 nm. A tunable light beam, λT ∼ 320 nm,
is produced by doubling the light of a pulsed dye laser (PDL3, Spectra Physics) in a
KD*P crystal. The foci of both laser beams are spatially and temporally overlaid in
a cell filled with krypton gas, where the four-wave mixing takes place. VUV light,
λVUV = 159 nm, is produced, being afterwards directed through our vertical molec-
ular beam machine, where it ionizes the ammonia molecules. Ions are extracted by
applying a voltage difference between the rods of the quadrupole and detected on a
micro-channel plate (MCP).

The setup constructed for the production of VUV light is shown in Fig. 2.3.
The wavelength resonant with the 4p − 5p[1/2, 0] two-photon transition in
krypton is generated by passing the 637.5 nm light of a Sirah Cobra pulsed
dye laser first through a KD*P crystal, where it is doubled, and subsequently
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through a BBO crystal. Inside the BBO crystal, the fundamental mode and
the second harmonic undergo frequency mixing, generating a laserbeam with
λR = 212.5 nm. The tunable light beam, λT ∼ 320 nm, is created by dou-
bling the light of a pulsed dye laser in a KD*P crystal. Both light beams are
redirected through a cell filled with krypton gas, where the four-wave mixing
takes place. A very good and stable overlap between the two laser foci is es-
sential for optimal VUV production. For this, both beams are carefully aligned
through the cell to make sure they are co-propagating and a movable telescope
is implemented in one of the beams such that the overlap of the two UV foci
can be optimized. In order to make sure that the laser wavelength is reso-
nant with the two-photon transition in krypton, the number of ions produced
in the krypton cell is monitored. VUV light with a wavelength of around
160 nm is produced in the cell and subsequently enters the vertical beam ma-
chine through a CaF2 lens (a material transparent to light in this wavelength
region). The VUV is created very close to the CaF2 lens to minimize the VUV
reabsortion by the krypton gas. The lens has a short focal length, f = 50 mm,
to ensure that the VUV beam that enters the machine is nearly collimated. The
beam waist at the detection zone is in the sub-mm range. The UV used for the
ionization step enters the machine as a slightly divergent beam. Together, the
VUV and the 320 nm UV light will excite and ionize the ammonia molecules
via 1+1’ REMPI. Switching from this VUV scheme to the usual 2+1 REMPI
scheme is very easy in this setup, making the comparison between the two
detection methods very reliable.

2.3 Results

2.3.1 Pressure dependence

Figure 2.4 shows experimental data for the intensity of the ammonia signal as
a function of the pressure in the krypton chamber. The number of ammonia
ions detected can be considered proportional to the power of the VUV light.
The dashed line fits the points according to Eq. 2.9. It can be observed that the
experimental data is in very good correspondence with the expected behavior.

2.3.2 1+1’ REMPI spectrum of NH3

Spectra of NH3 and ND3 have been obtained by scanning the wavelength of
the PDL laser, thereby varying the tunable UV wavelength λT . In Fig. 2.5,
1+1’ REMPI spectra of NH3 and ND3 are shown in the upper and lower pan-
nels, respectively. Both spectra are shown with the same intensity scale, and
are averaged over 20 shots. The B̃1E”, ν2 = 4 level is used as an interme-
diate (see right panel of Fig. 2.1). Via this level, only molecules in the up-
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Figure 2.4 – Dependence of the intensity of the signal detected with the pressure of
the krypton chamber. The points correspond to number of ions detected for different
values of the pressure inside the krypton chamber. Note that the signal intensity can
be considered proportional to the power of VUV light. The dashed line is a fit following
the expression PVUV ∝ N2exp(−αbRCN), whereN is the number of krypton atoms.

per inversion doublet level (vibrational a symmetry) in the electronic and vi-
brational ground state are detected. The |JK〉 rotational quantum numbers
of the ground-state levels are indicated in the figure following the notation
∆K∆JJ”ε”K” [51].

2.3.3 Comparing signals

Fig. 2.6 shows two spectral lines. The blue curve represents the strongest line
we can measure via the usual 2+1 REMPI scheme, and the red one is the signal
obtained with 1+1’ REMPI under optimal conditions. It can be observed, first
of all, that the amplitude of both signals is similar, the two-photon transition
being slightly better.
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Figure 2.6 – Comparison between the most intense part of the NH3 spectrum ob-
tained via the usual 2+1 REMPI scheme (in blue) and the 1+1’ REMPI scheme (in
red).

2.4 Conclusions

In this chapter, we investigated a 1+1’ REMPI scheme using VUV to detect
ammonia molecules, and compared the detection efficiency of this scheme to
the commonly used 2+1 REMPI scheme with UV light. The VUV was pro-
duced by four wave mixing in krypton gas taking advantage of the strong 2-
photon transition at 212 nm, which is known to be the most efficient method
for obtaining tunable VUV radiation. We have carefully optimized the over-
lap and the focal properties of the laser beams, the pressure of the krypton
gas and the detuning from the krypton resonance. Unfortunately, under op-
timal conditions the signal resulting from the 1+1’ REMPI scheme was of the
same magnitude as the signal obtained with the 2+1 REMPI scheme, but not
better. A possible explanation for this might be that the ionization step limits
the number of detected molecules. In the 2+1 REMPI scheme, ionization oc-
curs by absorbing a third UV photon of the same color. As the laser is already
tightly focused to drive the 2-photon transition to the B̃-state, molecules that
are excited to the B̃-state will be rapidly ionized. In the 1+1’ REMPI scheme,
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the molecules are excited with VUV light and subsequently ionized by ab-
sorbing a UV photon. Hence, it is crucial that the VUV and UV beams overlap
properly. Experimentally, we do this by tilting the dichroic mirror in front of
the setup and by changing the distance between the lenses of the telescope,
thereby changing the alignment and focal properties of the 320 nm light. As
the beam profile of the two lasers is far from ideal, the overlap will never
be perfect. Another complication is that ammonia in the B̃-state rapidly pre-
dissociates. In order to ionize the ammonia before it pre-dissociates, the inten-
sity of the 320 nm light needs to be substantial. It might be that we find opti-
mal signal when the 320 nm light is focused to a rather small volume, thereby
ruining the main advantage offered by the VUV REMPI scheme. Note that, if
this explanation is correct, we would expect to see a largely different behavior
for NH3 and ND3, since the pre-dissociation rate is much lower in the latter
case. Although we did perform measurements with ND3, these were done
after optimizing the signal of NH3. To observe the effect, we would need to
optimize the focal properties on ND3 signal.

The efficiency of the 2+1 REMPI scheme could perhaps be further im-
proved by optimizing the overlap and focal properties of the laser beams at
least for ND3. Nevertheless, we think these improvements will not result in
a radical increase and, since the implementation of the 2+1 REMPI scheme is
experimentally much simpler and more stable than that of the 1+1’ REMPI
scheme, the former is preferable.





Chapter 3

Velocity map imaging of a slow
beam of ammonia molecules inside
a quadrupole guide∗

In this chapter, velocity map imaging inside an electrostatic quadrupole guide
is demonstrated. By switching the voltages that are applied to the rods, the
quadrupole can be used for guiding Stark-decelerated molecules and for ex-
tracting the ions. The extraction field is homogeneous along the axis of the
quadrupole, while it defocuses the ions in the direction perpendicular to both
the axis of the quadrupole and the axis of the ion optics. To compensate for
this astigmatism, a series of planar electrodes with horizontal and vertical slits
is used. A velocity resolution of 35 m/s is obtained. It is shown that signal due
to thermal background can be eliminated, resulting in the detection of slow
molecules with an increased signal-to-noise ratio. As an illustration of the re-
solving power we have used the velocity map imaging system to characterize
the phase-space distribution of a Stark-decelerated ammonia beam.

3.1 Introduction

Techniques to decelerate and cool molecules increase the interaction time in
spectroscopic experiments and promise to significantly enhance the precision
of a number of experiments aimed at testing fundamental laws of physics
[25, 26, 27, 52]. As a proof of principle, high-resolution microwave spec-
troscopy was carried out on Stark-decelerated molecular beams of ND3 [37]
and OH [53]. In these experiments, an interaction time on the order of a

∗Based on M. Quintero-Pérez, P. Jansen, and H. L. Bethlem, Phys. Chem. Chem. Phys., vol. 14,
pp. 9630-9635, May 2012.
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millisecond was achieved. In Chapter 1 we discussed the construction of a
molecular fountain in our laboratory, in order to increase the interaction time
further. Unfortunately, due to the limited efficiency of cooling techniques,
the increased interaction time comes at the expense of a decreased signal-to-
noise ratio. Techniques such as resonance-enhanced multiphoton ionization
(REMPI) allow detection of very small numbers of molecules. However, if the
signal of the decelerated molecules becomes too small, it will be obscured by
the signal of the undecelerated part of the beam.

Here, we use velocity map imaging (VMI) to discriminate the signal of slow
molecules from thermal background molecules. VMI is a technique that uses
ion lenses to focus laser-produced ions onto a position sensitive ion detec-
tor [54]. By setting the voltages of the ion lenses correctly, molecules that have
the same initial velocity but a different initial position are focused at the same
position on the detector. In this way, all velocity information of the particles
involved in the experiment is contained in a single image. Ion imaging tech-
niques, such as VMI, have been used extensively for measuring the velocity of
product molecules or atoms following a chemical reaction or the photodisso-
ciation of a parent molecule [54, 55, 56]. State-of-the-art velocity map imaging
systems achieve a velocity resolution below 10 m/s [57].

The ion optics used in a conventional VMI setup consist of three or more
electrodes with circular apertures. In this chapter, we demonstrate velocity
map imaging inside an electrostatic quadrupole guide that is mounted di-
rectly behind a Stark decelerator. The main advantage of this configuration
is that it allows for detection inside the guide, where the density of molecules
is relatively high. As our detection scheme relies on multiphoton transitions
using a focused laser beam, a high density of molecules is crucial. In our con-
figuration, the ions are extracted from the guide by applying a small positive
voltage to two of the quadrupole rods. This results in a field that is homo-
geneous along the axis of the quadrupole, while it defocuses the ions in the
direction perpendicular to both the axis of the quadrupole and the axis of the
ion optics. Here, we show how the astigmatism can be compensated by using
a series of planar electrodes with horizontal and vertical slits.

3.2 Experimental setup

Our experiments have been performed in the vertical molecular beam ma-
chine that is described in Chapter 1. In brief, a pulsed (∼100µs) ammonia
beam is released into vacuum from a solenoid valve (GeneralValve series 99)
at a 10 Hz repetition rate. By cooling the valve housing to -50◦ C and seed-
ing the ammonia molecules in xenon, the mean velocity of the beam is low-
ered to 300 m/s. The ammonia beam is decelerated using a Stark decelerator
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Figure 3.1 – (a) Schematic view of the ion optics used for performing velocity map
imaging inside a quadrupole guide. A set of rectangular electrodes with horizontal and
vertical slits (corrective lens) is used to make a position focus approximately 300 mm
from the center of the quadrupole, indicated by the vertical dashed line in panels (b)
and (c). Using an Einzel lens consisting of three cylindrical electrodes (magnifying
lens), this image is mapped onto a Micro-Channel Plate detector mounted in front of
a phosphor screen. The image is recorded using a CCD camera. (b) and (c) Equipo-
tential lines in the lens system along the horizontal and vertical plane, respectively.
The black and green lines show trajectories of ions starting with a velocity along the
z axis of 0 and 300 m/s, respectively.

consisting of an array of 101 deceleration stages. Adjacent stages are 5.5 mm
apart. Each deceleration stage is formed by two parallel 3 mm diameter cylin-
drical rods, spaced 2 mm apart. The two opposite rods are switched to +10
and −10 kV by four independent HV switches that are triggered by a pro-
grammable delay generator. The velocity of the molecular beam is controlled
completely by the computer generated burst sequence (for details on Stark de-
celeration, see Refs. [22, 38, 58]). An electrostatic quadrupole, mounted 30 mm
behind the decelerator, is used for focusing the slow molecules and to provide
an extraction field for the velocity map imaging system. The chamber that
houses the quadrupole guide is differentially pumped and kept at a pressure
of 3× 10−8 mbar when the pulsed valve is operating.
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A schematic view of the quadrupole and ion optics is shown in Fig. 3.1(a).
The quadrupole consists of four 20 mm diameter cylindrical rods that are
placed on the outside of a 20 mm diameter circle. Alternating positive and
negative voltages of up to 6 kV are applied to adjacent rods to focus decel-
erated ammonia molecules. The molecules are focused 90 mm downstream
from the decelerator, where they are ionized using a (2+1) REMPI scheme.
The laser radiation (∼10 mJ in a 5 ns pulse @322 nm) is focused between the
rods of the quadrupole using a lens with a focal length of 500 mm. In order
to extract the ions, a positive voltage pulse is applied to the left-hand side
quadrupole rods while the other two rods are grounded. In this way, ions are
pushed towards the corrective lens consisting of five rectangular (80×40 mm2)
electrodes, two of which have a vertical slit aperture (10×30 mm2) and three
have a horizontal slit aperture (50×10 mm2). The fourth electrode is composed
of two parts such that a voltage difference can be applied between the upper
and lower part. The first electrode of the corrective lens is placed 40 mm away
from the center of the quadrupole, while the next electrodes are separated by
15 mm. After a 220 mm long flight tube, the ions pass a magnifying lens that
consists of three circular electrodes with 15 mm circular apertures [59]. Finally,
after another 240 mm long flight tube, the ions impinge upon a double Multi-
Channel Plate (MCP) mounted in front of a fast response (1/e time ∼ 10 ns)
Phosphor Screen (Photonis P-47 MgO). The light of the phosphor screen is
imaged onto a CCD camera (PCO 1300, 1392 × 1040 pixels). By applying a
timed voltage pulse with a high-voltage switch (Behlke HTS 31-03-GSM), the
gain of the front MCP can be gated to select ammonia ions, thus eliminating
background signal due to oil and other residual molecules in the vacuum.

In Fig. 3.1(b and c), the equipotential lines in the lens system are shown
along the horizontal and vertical plane, respectively. Also shown in the figure
are the trajectories of ions, starting with a velocity along the z-axis of 0 (black
lines) or 300 m/s (green lines). These calculations were performed using the
SIMION package [60]. With voltages applied to the left-hand side rods of
the quadrupole, the ions are defocused in the horizontal plane [Fig. 3.1(b)].
This is compensated by applying a voltage difference between the right-hand
side rods of the quadrupole and the first electrode. If an extraction voltage
of +500 V is applied, a voltage of -1000 V is required on the first electrode
to create a focus slightly before the magnifying lens. From our simulations,
molecules starting with a velocity of 300 m/s along the z-axis are displaced
from the center by approximately 0.5 mm. The magnifying lens is used to map
the image plane onto the position sensitive detector, magnifying the image by
a factor of about 6. In the vertical direction (Fig. 3.1(c)), the divergence of the
beam is not affected by the quadrupole or the first two electrodes. The ions are
focused onto the image plane by applying a voltage of -1700 V to the fourth
electrode while keeping the other electrodes and the flight tubes at a voltage
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Figure 3.2 – (a) Measured vertical position of the ions as a function of the voltage
applied to the fourth electrode of the corrective lens with the laser focused at four
different vertical positions over a range of about 0.5 mm in the quadrupole. A voltage
of −500 V is applied to the left-hand side quadrupole rods while a voltage of −1000 V
is applied to all other electrodes. The gray-shaded area indicated which position focus
had been used. (b) Measured vertical position of the ions as a function of the voltage
applied to the magnifying lens. The fourth electrode is kept at −1700 V. The other
voltages are set as in (a).

of -1000 V.
In our VMI system, the focusing properties along the horizontal plane are

determined by the voltage difference between the first electrode and the left-
hand side of the quadrupole, while the focusing properties along the vertical
plane are determined by the voltage applied to the fourth electrode. Note that
the second and third electrodes are kept at the same voltage to ensure that the
vertical and horizontal focusing properties are fully uncoupled. In addition,
the position of the beam can be steered in the horizontal and vertical plane
by applying small voltage differences (typically about 30 V) between the two
right-hand side quadrupole rods and between the upper and lower part of the
fourth electrode, respectively.

3.3 Characterizing the ion optics

In order to have optimal velocity resolution, the voltages need to be applied
such that ions with the same initial velocity but a different initial position are
focused at the same position on the detector. In the y direction, ions are col-
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lected over a range that is limited by the gap between the quadrupole rods. A
position focus is found by changing the voltage applied to the left-hand side
rods until the observed ion distribution in the horizontal direction is min-
imized. In the z direction, the optimal settings are found by scanning the
voltage applied to the fourth electrode while the laser focus was located at
different heights. In these measurements, shown as the symbols in Fig. 3.2,
the beam is decelerated from 300 to 100 m/s and the height of the laser focus
was changed over a range of about 0.5 mm. The curves in Fig. 3.2 are the result
of trajectory simulations using SIMION [60]. For the measurement shown in
Fig. 3.2(a) the magnifying lens was not used, i.e., it was set at the same voltage
as the flight tubes. It is seen that for an applied voltage around −1100 V the
beam is neither focused nor defocused and the vertical position at which the
ions arrive at the detector directly reflects the height of the laser focus (un-
der our experimental conditions, one pixel corresponds to about 0.05 mm).
Note that −1100 V is slightly more negative than the expected −1000 V that
is applied to the other electrodes. This is attributed to the finite size of the
electrodes.

When the voltage applied to the fourth electrode is larger (more negative)
than that of the surrounding electrodes, the ions are first accelerated and then
decelerated as they pass the fourth electrode. At the same time, they experi-
ence a focusing, a defocusing and again a focusing force. As the ions are (on
average) faster and closer to the axis when they experience a defocusing force
and slower and further away from the axis when they experience a focusing
force, the overall effect of the field is focusing. This is the basic operation prin-
ciple of an Einzel lens [56]. The same argument holds for the situation when
the voltage applied to the fourth electrode is smaller (less negative) than that
applied to the surrounding electrodes. As a result of this effect, position foci
are observed at voltages of −900 V and −1300 V. Either voltage setting can be
used to perform velocity map imaging; we chose the lower voltage setting.

When the magnifying lens is used, the focal length of the first horizontal
and vertical lens needs to be reduced. When a voltage of +550 V is applied
to the left-hand side rods of the quadrupole and a voltage of −1730 V is ap-
plied to the fourth electrode, the focal plane is situated about 30 mm before the
magnifying lens. It is seen from the measurements and simulations shown in
Fig. 3.2(b) that the focal plane is imaged onto the detector when a voltage of
+200 V is applied to the middle electrode of the magnifying lens.

3.4 Experimental results

In Fig. 3.3(a), a typical camera image is shown with the voltages set to ob-
tain optimal velocity resolution. In this measurement, the decelerator is set
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to decelerate ammonia molecules from 300 m/s to 10 m/s. The image is av-
eraged over 256 shots. For each laser shot, pixels below a certain threshold
are set to zero before adding up the images. The bright spot at the center of
the image corresponds to the decelerated molecules, while the scattered spots
result from thermal background ammonia molecules in the vacuum. Note
that the ion distribution is clipped by the aperture of the magnifying lens. On
the upper side and the right-hand side, the horizontal and vertical position is
translated into horizontal and vertical velocity, respectively (vide infra).

In Fig. 3.3(b), the observed ion signal is shown as a function of time with
respect to the start of the burst sequence applied to the decelerator. The
lower trace is obtained by counting the ions over the area enclosed by the
100 × 100 (m/s)2 white square shown in Fig. 3.3(a), while the upper trace is
obtained by counting the ions over the entire area of the camera. Ions are
counted using the centroiding method introduced in Ref. [61]. Each data
point is averaged over 32 shots. If ions are counted over the entire area of
the camera, typically some 20 background ions are detected. By only count-
ing ions within the selected area, this background is reduced by a factor of
5502π/1002 ≈ 100. Note that for a given voltage the quadrupole will focus
molecules within a small velocity interval. As a result, the width of the time
of flight profile does not reflect the velocity spread of the decelerated packet,
but rather the position spread of the packet as it leaves the decelerator.

In Fig. 3.4, the longitudinal velocity of the molecular beam is shown as a
function of time with respect to the start of the burst sequence applied to the
decelerator. For this image, the decelerator was set to decelerate from 300 to
100 m/s. At every time delay, an image is averaged over 64 shots and the
intensity is integrated over the horizontal direction of the camera. This results
in 156 vertical lines which are combined to obtain Fig. 3.4(a). The observed
signal follows a hyperbolic curve due to the inverse relation between velocity
and time. The most intense part of the beam is observed at short times hav-
ing an average velocity of 300 m/s. These are molecules that were not in sync
with the time sequence and, as a result, they are on average neither deceler-
ated nor accelerated but they do experience a focusing effect in the transverse
directions. At later arrival times, four packets are seen that are offset from this
hyperbola. The packet arriving at 3700µs originates from molecules that were
at the right position near the entrance of the decelerator at the start of the time
sequence and that passed through all 101 deceleration stages in sync with the
deceleration fields. These molecules entered the decelerator with a velocity
of 300 m/s and exit the decelerator with a velocity of 100 m/s. The earlier
peaks originate from molecules that were either one or two periods further
inside the decelerator at the start of the time sequence. These molecules also
entered the decelerator with a velocity of 300 m/s, but since they missed the
last two or four deceleration stages they exit the decelerator with a velocity
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Figure 3.3 – (a) Camera image showing the distribution of ions. The MCP gate is set
to detect ammonia ions only. The bright spot inside the square corresponds to ammo-
nia molecules that are decelerated from 300 to 10 m/s. (b) Time-of-flight distributions
for a molecular beam decelerated to 10 m/s. The dashed curve is obtained by counting
ions over the entire area of the camera, while the solid curve is obtained by counting
ions inside the white square depicted in (a).
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Figure 3.4 – (a) Longitudinal velocity of the ammonia beam as a function of time.
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and with the decelerator off (thin black curve). The arrow indicates the position of the
synchronous packet of molecules.



44 VELOCITY MAP IMAGING OF A SLOW BEAM OF AMMONIA MOLECULES

of 108 or 115 m/s, respectively. The peak that appears at a later time in the
time-of-flight distribution originates from molecules entering the decelerator
with a lower initial velocity, catching up with the time sequence one period
later. Throughout the decelerator, it trails the synchronous packet by 11 mm,
exiting the decelerator with the same final velocity of 100 m/s. Although the
resolution of our VMI system is insufficient to resolve the difference in veloc-
ity between the distinct packets, a small displacement between the first three
packets can be observed. Note that the figure resembles the calculation pre-
sented in Fig. 2 of Heiner et al. [58], the main difference being that here we plot
the longitudinal velocity as a function of time at the detection zone, whereas
Heiner et al. plot the longitudinal velocity as a function of position in the
decelerator at specific times.

In Fig. 3.4(b), the ion signal is integrated over the total area of the camera.
The red curve shows the time-of-flight with the decelerator on, while the black
curve shows the same measurement taken with the decelerator off. Note that
the observed oscillations in the undecelerated part of the beam are due to
velocity modulations, and are well reproduced in simulations [22].

In order to calibrate the velocity axis, we have recorded VMI images while
the velocity of the beam was scanned from 150 to 5 m/s in steps of 1 m/s by
changing the burst sequence applied to the Stark decelerator. At every veloc-
ity, an image is averaged over 64 shots and the intensity is integrated over the
horizontal direction of the camera. This results in 145 vertical lines which are
combined to obtain Fig. 3.5(a). Since molecules are ionized using a focused
laser beam, the number of detected ions is proportional to the density of the
decelerated beam. Due to the increasing time of flight, this density decreases
rapidly when the velocity of the beam is lowered. In these measurements, the
quadrupole is set to transversely focus molecules of 10 m/s at the position of
the laser. As a result, a bright spot at this velocity is observed in Fig. 3.5(a)
(shown enlarged in the inset). In Fig. 3.5(b), the ion signal is integrated over
the total area of the camera. A peak is observed when molecules are decel-
erated to 10 m/s corresponding to molecules that are focused 90 mm down-
stream from the decelerator, where the molecular beam crosses the ionisation
laser.

The straight line shown in Fig. 3.5(a) is used to translate the position at the
camera into a vertical velocity. The FWHM velocity spread of the beam that is
inferred from the camera images is 35 m/s (corresponding to 20 pixels on the
camera). As, at the used settings of the decelerator, the longitudinal velocity
spread of the beam is below 10 m/s [38], we conclude that the velocity resolu-
tion of the lens system is on the order of 35 m/s. The instrumental resolution
of the system might be better than this as in our case the velocity resolution is
limited by the recoil of the photoelectron during the ionization step. Ammo-
nia molecules are ionized using a (2+1) REMPI scheme via the B(ν2 = 3) state,
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Figure 3.5 – (a) Longitudinal velocity of the ammonia beam as a function of the
velocity set by the burst sequence applied to the decelerator. The quadrupole is set
to focus molecules of 10 m/s at the position of the laser. The inset shows an enlarged
view of molecules that are focused with the quadrupole. The intensity is scaled by a
factor of 6 for clarity. (b) Integrated ion signal as a function of velocity with the burst
sequence set to decelerate molecules to different velocities.
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producing ions predominantly in the ν2 = 3 state [62].
Since the ionization potential of ammonia is 10.07 eV [63], a velocity of

20 m/s is imparted to the ion in either direction. Note that, in our experiment,
the polarization of the laser was parallel to the molecular beam axis. A better
velocity resolution may have been obtained if we had chosen the polariza-
tion perpendicular to the molecular beam. During the experiment we found
that the exact arrival position of ions with a certain velocity changed from
day to day which is attributed to charging effects of nearby isolators used for
suspending the quadrupole and the ion optics. These charging effects might
contribute to the observed velocity resolution.

3.5 Conclusions

A setup consisting of a series of planar electrodes is used for performing ve-
locity map imaging inside an electrostatic quadrupole guide. We obtain a ve-
locity resolution of 35 m/s, limited by recoil of the photoelectron and by the
presence of isolators used for suspending the quadrupole. Our work demon-
strates that velocity map imaging can be performed in unconventional elec-
trode configurations while achieving a resolution that is sufficient for most
purposes. This should be useful for studies in electrostatic traps [38], storage
rings [64, 65] and molecular fountains [52]. An often quoted phrase in the
ion imaging community is: “if you do not use VMI, you throw away informa-
tion”. In this work, the information obtained from VMI is used to detect slow
molecules free of any signal from thermal background gas.



Chapter 4

Static trapping of polar molecules
in a traveling wave decelerator∗

In this chapter, we present experiments on decelerating and trapping ammo-
nia molecules using a combination of a Stark decelerator and a traveling wave
decelerator. In the traveling wave decelerator a moving potential is created
by a series of ring-shaped electrodes to which oscillating high voltages are
applied. By lowering the frequency of the applied voltages, the molecules
confined in the moving trap are decelerated and brought to a standstill. As
the molecules are confined in a true 3D well, this kind of deceleration has
practically no losses, resulting in a great improvement on the usual Stark de-
celeration techniques. The necessary voltages are generated by amplifying
the output of an arbitrary wave generator using fast HV-amplifiers, giving us
great control over the trapped molecules. We illustrate this by experiments in
which we adiabatically cool trapped NH3 and ND3 molecules and resonantly
excite their motion.

4.1 Introduction

Cold molecules offer fascinating prospects for precision tests of fundamental
physics theories, cold chemistry and quantum computation (for recent review
papers see [22, 66, 67, 68]). One of the methods that has been successful in
producing samples of cold and trapped molecules is Stark deceleration. This
technique uses a series of strong electric fields that are switched at the ap-
propriate times to lower the velocity of a beam of molecules in a stepwise
fashion. In conventional Stark decelerators the principle of phase stability

∗Based on M. Quintero-Pérez, P. Jansen, T. E. Wall, J. E. van den Berg, S. Hoekstra, and H. L.
Bethlem, Phys. Rev. Lett., vol. 110, p. 133003, Mar 2013.
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is employed, which ensures that molecules experience an effective 3D poten-
tial well that keeps them in a compact packet during the deceleration pro-
cess [22, 38, 69]. Whereas the approximations used to derive this effective well
are valid at high velocity, they no longer hold at low velocity, when the charac-
teristic wavelength of the longitudinal and transverse motion of the molecules
becomes comparable to the periodicity of the decelerator. As a result of this
breakdown, the number of molecules in the packet as well at its phase-space
density decrease at low velocities [39]. Further losses take place when the
decelerated molecules are loaded into a trap [38, 70, 71].

Expanding on earlier work on chip-based Stark decelerators [72], Oster-
walder and co-workers [73, 74] decelerated CO molecules from 288 m/s to
144 m/s using a series of ring electrodes to which a sinusoidal voltage was ap-
plied. In this traveling wave decelerator, the molecules experience a genuine
rather than an effective potential well that moves continuously along with the
molecules. The molecules are decelerated by slowly decreasing the velocity of
the moving potential well by lowering the frequency of the applied voltages.
Besides avoiding losses at low velocities, a traveling wave decelerator has the
advantage that molecules can be brought to a complete standstill and trapped
without the need to load them into a separate electrode geometry. Further-
more, as the molecules are always close to the zero-point of the electric field,
they can be decelerated in states that become high-field seeking at relatively
low electric fields. This makes it possible to decelerate heavy molecules such
as YbF [75] and SrF [76].

In this chapter, we use a traveling wave decelerator to decelerate and trap
ammonia molecules. Our main motivation for this research is the possibil-
ity to use the traveling wave decelerator as a source of cold molecules for a
molecular fountain [30]. Previous attempts to create a fountain using a Stark
decelerator were unsuccessful due to losses at low velocities and a complex
lens-system for cooling and collimating the slow beam [39]. A traveling wave
decelerator should solve both of these issues.

4.2 Experimental setup

Figure 4.1 shows a schematic view of the vertical molecular beam machine.
A supersonic beam of ammonia molecules is decelerated to around 100 m/s
using a conventional decelerator consisting of a series of 100 electrode pairs
to which voltages of ±10 kV are applied (for details of the beam machine
and Stark deceleration of ammonia, see [30, 38] and Chapter 1). A traveling
wave decelerator is mounted 24 mm above the last electrode pair. The de-
sign and dimensions of the decelerator are copied from Osterwalder and co-
workers [73, 74]. The decelerator consists of 336 ring electrodes with an inner
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Figure 4.1 – Schematic view of the vertical molecular beam machine. The inset
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of 2.5 kV/cm. In the rightmost panel the longitudinal acceleration on NH3 (dashed
red curve) and ND3 (solid blue curve) molecules is shown along the molecular beam
axis.
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diameter of 4 mm which are attached to one of eight supporting bars. Consec-
utive rings are separated by 1.5 mm (center to center), resulting in a periodic
length, L, of 12 mm. The voltages applied to the eight support bars are gen-
erated by amplifying the output of an arbitrary wave generator (Wuntronic
DA8150) using eight fast HV-amplifiers (Trek 5/80) up to±5 kV. A 50 cm long
quadrupole is mounted 20 mm above the traveling wave decelerator. In the
experiments described in this Letter, the quadrupole is used only to extract
ions that are produced by a focused UV laser that crosses the molecular beam
40 mm above the last ring electrode. The ions are counted by an ion detector.

At any moment in time, the voltages applied to successive ring electrodes
follow a sinusoidal pattern in z, where z is the position along the beam axis.
These voltages create a minimum of electric field every 6 mm, representing
a true 3D trap for weak-field seeking molecules. By modulating these volt-
ages sinusoidally in time the traps can be moved along the decelerator. The
velocity of the trap is given by vz(t) = f(t)L, with f being the modulation
frequency. A frequency that is constant in time results in a trap that moves
with a constant positive velocity along the cylindrical axis. A constant ac-
celeration or deceleration can be achieved by applying a linear chirp to the
frequency [73, 74].

The inset of Fig. 4.1 shows the electric field magnitude inside the ring de-
celerator with the voltages on the different electrodes as indicated. The electric
field near the center has a quadrupolar symmetry, i.e., the electric field mag-
nitude increases linearly away from the center. It is essential to the operation
of the decelerator that the trapping potential maintains a constant shape and
depth while it is moved. In the chosen geometry, the electric field gradients
in the bottom of the well, as well as the trap depth in the longitudinal direc-
tion are nearly independent of the position of the trap minimum. The trap
depth in the transverse direction, however, is 40% deeper when the trap mini-
mum is located in the plane of a ring compared to the situation when the trap
minimum is located in the middle between two rings.

The panel on the right hand side of Fig. 4.1 shows the acceleration expe-
rienced by NH3 (dashed red curve) and ND3 (solid blue curve) molecules as
a function of z. The inversion splitting in NH3 is 23.8 GHz, while it is only
1.4 GHz in ND3. As a result, the Stark effect in NH3 is quadratic up to elec-
tric fields of 20 kV/cm and NH3 molecules experience an acceleration that
increases linearly with the distance from the trap center. The Stark effect in
ND3, on the other hand, becomes linear at much smaller fields and the ND3
molecules experience a linearly increasing acceleration close to the trap cen-
ter only. As a result of the different shape (and magnitude) of the force, the
dynamics of these two ammonia isotopologues in the decelerator is markedly
different, as will be seen in the experimental results.
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4.3 Experimental results

Figure 4.2 shows the density of NH3 (upper panel) and ND3 molecules (lower
panel) above the decelerator as a function of time when different waveforms
are applied to the ring decelerator as shown in the inset. In all cases, a packet
of molecules is decelerated to 90 m/s using the conventional Stark deceler-
ator and injected into the traveling wave decelerator. The horizontal axis is
always centered around the expected arrival time of the molecules. The black
curves show the density when a sinusoidal voltage with an amplitude of 5 kV
and a (constant) frequency of 7.5 kHz is applied to the ring decelerator. With
these settings, molecules traveling at 90 m/s are guided through the ring de-
celerator, resulting in a Gaussian distribution around the origin. The width
of the time-of-flight (TOF) profile mainly reflects the velocity spread of the
guided molecules. As for ND3 the moving trap is deeper than for NH3, its
TOF profile is accordingly wider. Wings are observed at earlier and later ar-
rival times, which are attributed to molecules that were preceding or trailing
the synchronous molecule by 11 mm in the conventional Stark decelerator and
that are captured at every other minimum of the traveling wave decelerator;
i.e., 12 mm before or after the synchronous molecule.

The light blue, dark blue and green curves in Fig. 4.2 show the recorded
TOF traces when the frequency is first decreased linearly with time to a value
of 5, 0.83 and 0 kHz, respectively, and subsequently increased to its original
value. With these settings, molecules are decelerated to 60, 10 and 0 m/s be-
fore being accelerated back to 90 m/s, using accelerations of ±9.2, ±16.4, and
±16.6× 103 m/s2, respectively.

The observed NH3 and ND3 density decrease at lower velocities is larger
than expected from simulations. We attribute the loss mainly to mechani-
cal misalignments that lead to parametric amplification of the motion of the
trapped molecules at low velocities. On inspection, it was noticed that one of
the suspension bars was slightly displaced from its original position, which
must have happened when the decelerator was placed in the vacuum cham-
ber. Another loss mechanism comes from the fact that the phase space distri-
bution of the packet exiting the conventional Stark decelerator is not perfectly
matched to the acceptance of the traveling wave decelerator. As a result, the
trapped packet will perform a (damped) breathing motion. This oscillation
explains why the observed TOF profile for deceleration to 60 m/s is wider
and more intense than the TOF profile for guided molecules. Neither loss
mechanism is fundamental, and we believe they can be eliminated in future
work.

The red curves in Fig. 4.2 are recorded when, after the frequency of the ap-
plied voltages is decreased to 0 kHz, the voltages are kept at constant values
for 50 ms before the frequency is increased to its original value of 7.5 kHz. The
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an initial temperature of 14 and 30 mK for NH3 and ND3, respectively. The inset
shows the amplitude of a number of typical waveforms as a function of time.

observed TOFs are almost identical to the ones recorded when the frequencies
are immediately returned to their original value. This measurement demon-
strates that molecules can be trapped in the laboratory frame without further
losses.

As the voltages applied to the decelerator are generated by amplifying
the output of an arbitrary wave generator using fast HV-amplifiers, we can
change the depth (and shape) of the trap at will. This is illustrated in the mea-
surements shown in Fig. 4.3. In these measurements NH3 (red squares) and
ND3 (blue squares) molecules are again decelerated, trapped for a period of
over 50 ms, and subsequently accelerated and detected. In this case, however,
while the molecules are trapped, the voltages applied to the decelerator are
ramped down (in 2 ms for ND3 and 10 ms for NH3), kept at a lower value for
10 ms and then ramped up to 5 kV. Typical waveform amplitudes as a function
of time are shown in the inset. Lowering the voltages of the trap has two ef-
fects: (i) the trap frequency is lowered, adiabatically cooling the molecules; (ii)
the trap depth is reduced, allowing the hottest molecules to escape the trap.
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The solid lines show the result of a simulation assuming an (initial) temper-
ature of 14 mK for NH3 and 30 mK for ND3. Note that we use temperature
here only as a convenient means to describe the distribution; the densities are
too low to have thermalization on the timescales of the experiment. For com-
parison, the blue triangles show measurements when the trap voltages are
abruptly (10µs) lowered. In this case no adiabatic cooling occurs and as a re-
sult the signal decreases more rapidly when the voltages are ramped to lower
voltages. The solid lines again show the result of a simulation. It is seen that,
both in the adiabatic and in the nonadiabatic case, the NH3 signal drops more
rapidly than the ND3 signal. This is mainly because the ratio of the tempera-
ture of the molecules to the trap depth at 5 kV is larger for NH3 than for ND3,
i.e., the NH3 molecules initially fill the trap almost completely while the ND3
molecules only occupy a fraction of the trap. We have also measured the num-
ber of molecules that remain trapped at 2 kV as a function of the time used for
lowering the voltages (shown in Fig. 5.8). These measurements confirm that
the ND3 and NH3 molecules follow the trap adiabatically when the ramping
times are longer than 1 ms.

Figure 4.4 shows the normalized signal of trapped NH3 (upper panel) and
ND3 molecules (lower panel) when the amplitude of the trapping voltages is
modulated. If the frequency of the modulation matches a characteristic fre-
quency of a trapped molecule, the amplitude of the motion of the molecule
inside the trap is increased [77]. As a result, the density is decreased. The ex-
citation scans are recorded in two situations. In the first case (red data points),
molecules are decelerated and trapped for 30 ms before the excitation volt-
ages are applied, after which they are accelerated and detected. In the second
case (blue data points), the trap voltages are adiabatically lowered for a pe-
riod of 10 ms before the excitation voltages are applied, allowing the hottest
molecules to escape the trap. The amplitude of the waveform for both cases is
shown in the inset.

For NH3, two strong resonances are seen around 0.9 and 1.4 kHz, assigned
to 2fr and 2fz , respectively, where fr and fz are the radial and longitudinal
trap frequency, respectively. For ND3, a strong resonance is observed around
1.9 kHz and a weaker resonance around 3 kHz. These resonances are assigned
to 2fr and fr + fz , respectively. Due to the anharmonicity of the trap, the
width of the observed resonances depends strongly on temperature. The solid
curves show simulations that assume a thermal distribution with tempera-
tures as indicated in the figure. Note that for the ND3 measurements pre-
sented in Fig. 4.4, the Stark decelerator is set to decelerate from a lower initial
velocity (i.e., operated at a lower phase angle [69]) than for the ND3 measure-
ments presented in Fig. 4.3. As a result, the velocity spread of the decelerated
beam is larger and the temperature determined from these measurements is
also larger. These data show the great control allowed by the decelerator, us-
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ing the molecules to map out the trapping potentials, and using this mapping
as direct evidence of phase-space manipulation in the trap.

4.4 Conclusions

In conclusion, we have decelerated and trapped ammonia (NH3 and ND3)
molecules using a combination of a Stark decelerator and a traveling wave de-
celerator. We take advantage of the strong acceleration of a conventional Stark
decelerator to decelerate molecules to around 100 m/s, removing 90% of their
kinetic energy. We then exploit the stability of a traveling wave decelerator to
bring molecules to a standstill inside the decelerator. In this way, the voltages
are varied over a frequency range that is covered by commercially available
HV-amplifiers. We demonstrate that this setup can be used to change the po-
sition, shape and depth of the trap at will, giving us unique control over the
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trapped molecules. This control will greatly facilitate the implementation of
schemes to further cool the molecules, such as sisyphus cooling [78] and evap-
orative cooling [79].



Chapter 5

Characterizing the traveling wave
decelerator∗

In Chapter 4, we have demonstrated static trapping of ammonia isotopo-
logues in a decelerator that consists of a series of ring-shaped electrodes to
which oscillating high voltages are applied. In this chapter we provide fur-
ther details about this traveling wave decelerator and present new experimen-
tal data that illustrate the control over molecules that it offers. We analyze the
performance of our setup under different deceleration conditions and demon-
strate phase-space manipulation of the trapped molecular sample.

5.1 Introduction

Cold molecules offer many exciting prospects in both chemistry and physics
(for recent review papers see Refs. [22, 66, 67, 68]). The great control that can
be exerted over cold molecules allows the study and manipulation of colli-
sions and chemical reactions [80, 81]. The strong dipole-dipole interactions
between cold molecules make them excellent systems for quantum simula-
tion and computation [82, 83, 84]. With their rich structure, molecules can be
useful systems for making precision tests of fundamental physics, such as the
measurements of the electron EDM [24, 25] and the search for time-variation
of fundamental constants [37, 53, 85, 86]. In particular this last application is
of great interest to our group, and as a part of this research we are building a
molecular fountain [52].

A fountain requires great control over the molecules, in our case slowing
them from around 300 m/s to rest, cooling them, and then launching them

∗Based on P. Jansen, M. Quintero-Pérez, T. E. Wall, J. E. van den Berg, S. Hoekstra, and H. L.
Bethlem, Phys. Rev. A, vol. 88, p. 043424, Oct 2013.
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upwards at around 3 m/s. A tool that has been successfully used to exert
control over molecules is the Stark decelerator [22, 38, 40]. While excellent
at removing kinetic energy, a Stark decelerator becomes lossy for low speeds
(<100 m/s) because of its reliance on creating an effective 3D potential well.
When the characteristic wavelength of the longitudinal and transverse motion
becomes comparable to the periodicity of the decelerator, the approximations
used to derive this effective well no longer apply and both the number of
molecules and phase-space density decline with speed [39, 87]. To avoid these
losses at low speeds we use a traveling wave decelerator.

Based on the design of Osterwalder et al [73, 74], this decelerator uses a se-
quence of ring-shaped electrodes to which a space- and time-varying voltage
is applied. In this way the traveling wave decelerator creates a genuine rather
than effective 3D trap that moves along the decelerator, co-propagating with
the molecules. By reducing the speed of this co-moving trap the molecules
are decelerated. The lowest speed reached by Osterwalder et al was 120 m/s,
limited by the lowest frequency at which the voltage could be varied. The
same decelerator was used to slow YbF molecules from a buffer gas source
from 300 m/s to 276 m/s, limited by the deceleration that could be applied to
these heavy molecules [75]. A 5 m long traveling wave decelerator is currently
under construction at the KVI in order to decelerate SrF molecules [76].

We have recently been able to slow molecules to rest, and statically trap
them inside the decelerator by using high voltage amplifiers that can sweep
the high voltage from 15 kHz down to DC. We use a conventional Stark de-
celerator to slow ammonia molecules from 300 m/s to around 100 m/s, re-
moving 90% of their initial kinetic energy over a length of only 50 cm. We
then load the molecules into the traveling wave decelerator for the remaining
deceleration to standstill (see Chapter 4).

This chapter will provide further details about the traveling wave deceler-
ator, and present new experimental data that illustrate the great control over
molecules that is offered by this decelerator.

5.2 Experimental setup

Figure 5.1 shows a schematic view of our vertical molecular beam machine.
In brief, a pulsed (∼100µs) ammonia beam is released into vacuum from a
solenoid valve (General Valve series 99) at a 10 Hz repetition rate. By cooling
the valve housing to typically -50◦ C and seeding the ammonia molecules in
xenon, the mean velocity of the beam is lowered to 300 m/s. The ammonia
beam is decelerated using a 101-stage Stark decelerator. Adjacent stages are
5.5 mm apart. Each deceleration stage is formed by two parallel 3 mm diame-
ter cylindrical rods, spaced 2 mm apart. The two opposite rods are switched to
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Figure 5.1 – Schematic view of the vertical molecular beam machine. The inset shows
the electric field magnitude (in steps of 2.5 kV/cm) inside the traveling wave decelera-
tor calculated using Simion [60]. The rightmost panel shows the sinusoidal waveform
(dashed line) from which the potential that is applied to each electrode (solid circle) is
sampled.
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+10 and−10 kV by four independent HV switches that are triggered by a pro-
grammable delay generator. A traveling wave decelerator is mounted 24 mm
above the last electrode pair. This decelerator consists of 336 ring electrodes,
each of which is attached to one of eight 8 mm diameter stainless steel rods,
resulting in a periodic array in which every ninth ring electrode is attached to
the same rod. The rods are placed on a 26 mm diameter circle, forming a reg-
ular octagon. Each rod is mounted by two ceramic posts that are attached to
the octagon via an adjustable aluminum bar that allows for fine-tuning of the
alignment. The ring-shaped electrodes are made by bending 0.6 mm thick tan-
talum wire into the shape of a tennis racket with an inner diameter of 4 mm.
Consecutive rings are separated by 1.5 mm (center to center) resulting in a
periodic length of L = 12 mm. This combination of parameters is identical to
the design of Osterwalder and co-workers [73, 74].

The voltages applied to the eight support bars are generated by ampli-
fying the output of an arbitrary wave generator (Wuntronic DA8150) using
eight fast HV-amplifiers (Trek 5/80) up to ±5 kV. A 50 cm long quadrupole is
mounted 20 mm above the traveling wave decelerator. The quadrupole can
be used for focusing slow molecules and to provide an extraction field for a
Wiley-McLaren type mass spectrometer setup. In the experiments described
here, slow molecules are not focused and the quadrupole is used only to cre-
ate the extraction field. The molecular beam overlaps with the focus of an
UV laser 40 mm behind the last ring electrode of the decelerator to ionize the
ammonia molecules. The nascent ions are counted by an ion detector. The
chamber that houses the two decelerators and quadrupole guide is differen-
tially pumped and kept at a pressure below 3 × 10−8 mbar when the pulsed
valve is operating.

5.3 Theory

A detailed discussion of the operation principles of the traveling wave decel-
erator can be found elsewhere [22, 73, 74]. In this section we will summarize
those results that are relevant for the current chapter.

In order to describe the operation of a traveling wave decelerator, it is use-
ful to consider the electric field inside an infinitely long hollow conducting
cylinder to which a voltage is applied that is periodic in z. As shown in
Ref. [22], the electric potential on the beam axis will in this case follow the
potential applied to the cylinder, but it is reduced by a factor that depends on
the radius of the cylinder and the periodic length of the applied waveform.
The electric field magnitude in the longitudinal direction is given by a fully-
rectified sine wave, resulting in two minima per period at the positions where
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the electric potential at the cylinder is maximal. At the position of these min-
ima, the electric field magnitude in the radial direction is given by a first-order
modified Bessel function of the first kind. Close to the minima the electric field
increases linearly in both directions with the field gradient in the longitudinal
direction being twice as large as the gradient in the radial direction. These
minima will act as true 3D traps for weak-field seeking molecules. By mod-
ulating the waveform that is applied to the cylinder in time, the traps can be
moved along the decelerator, while keeping a constant shape and depth.

In the actual implementation of the traveling wave decelerator, 8 ring-
shaped electrodes are used to sample the infinite cylinder. The inset of Fig. 5.1
shows the electric field magnitude inside the traveling wave decelerator at a
given time. The voltages applied to successive ring electrodes follow a sinu-
soidal pattern in z shown on the right-hand side of the figure. In order to
move the traps, the sinusoidal waveform is modulated in time. As a conse-
quence of using a finite number of electrodes, the trapping potential no longer
maintains a constant shape and depth while it is moved. In the chosen geom-
etry, the electric field gradients in the bottom of the well, as well as the trap
depth in the longitudinal direction are nearly independent of the position of
the trap minimum. The trap depth in the transverse direction, however, is 40%
deeper when the trap minimum is located in the plane of a ring compared to
the situation when the trap minimum is located directly between two rings.

The potential Vn applied to the nth electrode in the traveling wave decel-
erator can be expressed as [74]

Vn(t) = V0 sin
(
−φ(t) + 2πn

8

)
, (5.1)

where V0 is the amplitude of the sine-modulated potential and φ is a time-
dependent phase offset that governs the motion of the traps. For the electric
field configuration that is shown in Fig. 5.1, the phase offset has a value of
φ = 0 (mod π/4). The angular frequency of the wave is given by the time
derivative of φ(t); (dφ/dt) = 2πf(t), where f(t) is the frequency in Hz. Since
one oscillation of the waveform moves the trap over one period, the velocity
of the trap is given by vz(t) = f(t)L. Integrating the angular frequency with
respect to time results in the following expression for the phase

φ(t) = 2π
L

∫ t

0
vz(τ) dτ, where vz(t) =

∫ t

0
a(τ) dτ. (5.2)

A linear increase of φ with time results in a trap that moves with a constant
positive velocity along the z axis. Acceleration or deceleration of the trap can
be achieved by applying a chirp to the frequency.
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ations and a waveform amplitude of 5 kV. Contour lines are separated by 10 mK for
NH3 and 40 mK for ND3. A constant acceleration produces a pseudoforce that distorts
the Stark potential and reduces the trap volume and depth. Above a certain thresh-
old the potential no longer contains a minimum and no molecules can be trapped.
The lower panels show the longitudinal dependence of the effective trapping potential
along the beam axis for the different accelerations (relative to a = 0 m/s). Note the
difference in the position of the trap center between NH3 and ND3 for a 6= 0 m/s2.
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The acceleration or deceleration of the trap changes the effective longi-
tudinal potential experienced by the molecules. In order to account for this
pseudoforce, an additional term of the form Wacc = maz, with m the mass of
the molecule and a the acceleration along the z axis, is added to the potential.
In Fig. 5.2, the resulting potentials are shown for different waveforms corre-
sponding to different accelerations as indicated. The panels on the left- and
right-hand side show the potential experienced by NH3 and ND3 molecules,
respectively. The lower panels show the effective potential along the z-axis.
The inversion splitting in NH3 is 23.8 GHz, while it is only 1.6 GHz in ND3. As
a result, the Stark effect in NH3 is quadratic up to electric fields of 20 kV/cm
and the effective potential for NH3 molecules is almost perfectly harmonic.
The Stark effect in ND3, on the other hand, becomes linear at much smaller
fields and the effective potential for ND3 molecules is harmonic close to the
trap center only. Note that in the figure the accelerations applied to ND3 are
about 3 times larger than those applied to NH3. As seen from the figure, accel-
eration of the trap reduces its phase-space acceptance and thus decreases the
number of molecules that can be confined. Above a certain threshold value,
the potential no longer contains a minimum and no molecules can be trapped
at all. In addition to reducing the trap depth, acceleration of the trap results
in a shift of the effective field minimum. This shift needs to be taken into ac-
count when the acceleration is not constant but a function of time, for instance,
when the molecules are decelerated to a standstill and subsequently trapped
at a certain position in the decelerator. We do this by rapidly (< 20µs) sweep-
ing the phase of the waveform. We will refer to this sweep as a “phase jump”.

5.4 Results

In this section we present data that demonstrate the versatility of the traveling
wave decelerator and analyze the performance of the setup under different
conditions. Results for guiding, deceleration and trapping of NH3 and ND3
molecules are presented in Section 5.4.1. Section 5.4.2 discusses the use of the
phase jump for NH3 and ND3.

5.4.1 Guiding, deceleration and trapping

In Fig. 5.3, time-of-flight (TOF) profiles of NH3 molecules (upper panel) and
ND3 molecules (lower panel) are shown that were obtained by applying dif-
ferent waveforms to the traveling wave decelerator, as shown in the inset.
Note that the horizontal axis is shifted in such a way that the origin corre-
sponds to the expected arrival time of the molecules. For each measurement,
a packet of molecules is decelerated to 90 m/s using the conventional Stark
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Figure 5.3 – Measured time-of-flight profiles for NH3 (upper panel) and ND3 (lower
panel) molecules guided at 90 m/s (violet curve), decelerated to 60, 30 and 0 m/s (blue,
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accelerated back to 90 m/s and detected. Each data point is the average of 90 laser
shots. The time of flight traces have been centered around the expected arrival time.
The inset shows the velocity of the traveling wave potential as a function of time for
the different recorded TOF profiles.
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decelerator and subsequently coupled into the traveling wave decelerator.
The violet curves in Fig. 5.3 are TOF profiles for packets of NH3 and ND3
molecules that are guided through the traveling wave decelerator at the in-
jection speed of 90 m/s by applying a waveform with a constant frequency
of 7.5 kHz to the array of electrodes. The width of the TOF profile mainly re-
flects the velocity spread of the guided molecules. For ND3 the moving trap
is deeper than for NH3, and its TOF profile is accordingly wider. Wings are
observed at earlier and later arrival times, which are attributed to molecules
that are trapped in the electric-field minima that are located 12 mm above or
below the synchronous one.

By adjusting the waveform that is applied to the traveling wave decelera-
tor, the velocity of the molecules can be manipulated almost at will. The blue,
green, and yellow traces in Fig. 5.3 are time-of-flight profiles for NH3 and
ND3 molecules that are decelerated from 90 m/s to 60, 10 and 0 m/s and im-
mediately reaccelerated to 90 m/s. This corresponds to chirping the applied
waveform from 7.5 kHz to 5.0, 0.8, and 0 kHz and results in accelerations of
±9.2, ±16.4, and ±16.6× 103 m/s2, respectively.

The red curves in Fig. 5.3 show TOF profiles that are obtained under almost
identical conditions as the yellow curves. However, after the velocity of the
applied waveform is decreased to 0 m/s, the voltages are kept at a constant
values for 50 ms before the velocity is increased to its original value of 90 m/s.
It can be seen in the figure that the observed TOFs are indeed almost identical
to the ones recorded when the velocities are immediately returned to their
original value. This measurement demonstrates that molecules can be trapped
in the laboratory frame without further losses.

The observed decrease in signal for NH3 and ND3 at higher accelerations
is greater than expected from simulations. We attribute the loss mainly to me-
chanical misalignments that lead to parametric amplification of the motion of
the trapped molecules at low velocities. On inspection, it was noticed that
one of the suspension bars was slightly displaced from its original position,
which must have happened when the decelerator was placed in the vacuum
chamber. Another loss mechanism comes from the fact that the phase space
distribution of the packet exiting the conventional Stark decelerator is not per-
fectly matched to the acceptance of the traveling wave decelerator, and the
alignment of the axis of the traveling wave decelerator to the axis of the Stark
decelerator is not perfect. As a result, the trapped packet as a whole will per-
form a (damped) breathing and sloshing motion. These oscillations explain
why the observed NH3 TOF profile for deceleration to 60 m/s is wider and
more intense than the TOF profile for guided molecules. Neither loss mecha-
nism is fundamental, and we believe they can be eliminated in future work.

As discussed in Sec. 5.3, the acceptance of the traveling wave decelerator
depends on the chirp that is applied to the waveform. This is illustrated by



66 CHARACTERIZING THE TRAVELING WAVE DECELERATOR

3D

0 2 4

90

100

110

120

130

1 3 5
time (ms)

ve
lo

ci
ty

 (m
/s

)

a = 10000 m
/s

2

a =
 2

00
00

 m
/s

2

a 
= 

40
00

0 
m

/s
2

120

100

80

60

40

20

0 20 40 60

2.0

1.5

1.0

0.5

00

acceleration (×103 m/s2)

3D
 a

cc
ep

ta
nc

e 
(×

10
5  [m

m
 ×

 m
/s

]3 )
 

1D
 a

cc
ep

ta
nc

e 
(m

m
 ×

 m
/s

)
 

NH3

ND3

1D
3D1D

Figure 5.4 – Integrated time-of-flight distributions for NH3 (squares) and ND3 (dia-
monds) shown as a function of acceleration. The bold lines correspond to simulations
of the 1D acceptance of the traveling wave decelerator, shown on the vertical axis on
the left-hand side, while the thin lines correspond to simulations of the 3D acceptance
of the traveling wave, shown on the vertical axis on the right-hand side. The NH3 and
ND3 signals are scaled (by a different factor) to match the simulation. The inset dis-
plays the velocity of the traveling wave potential for three typical accelerations used
in the experiment.

the measurements that are shown in Fig. 5.4. In this figure, the time-integrated
signal of NH3 (squares) and ND3 (diamonds) molecules is plotted as a func-
tion of the applied acceleration. In these measurements, ammonia molecules
are guided at 90 m/s for 5 mm before being accelerated to 130 m/s and then
guided for the remaining length of the decelerator.

For comparison, the bold and thin solid lines shown in Fig. 5.4 correspond
to simulations of the 1D and 3D acceptance of the traveling wave deceler-
ator, respectively. The calculated acceptances are based on an average (i.e.
static in the moving frame of the trap) potential well, rather than the true po-
tential. The numbers on the right axis refer to the 3D acceptance, while the
numbers on the left-hand axis refer to the 1D acceptance. The fact that the
1D and 3D simulations are almost the same, apart from a scaling factor, illus-
trates that the transverse acceptance is independent of the acceleration, i.e.,
the transverse motion of the molecules in the traveling wave decelerator is
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largely decoupled from the longitudinal motion. The measurements for ND3
and NH3 have been scaled to match the simulations. As observed, at high
acceleration the simulations predict the measurements quite well. At lower
accelerations, however, the measurements are seen to reach a constant value
which is consistent with the expected longitudinal acceptance of the conven-
tional Stark decelerator at the used phase angle of 65 degrees [38]. At these
accelerations the longitudinal acceptance of the traveling wave decelerator is
larger than the longitudinal emittance of the packet exiting the Stark deceler-
ator; i.e., all molecules exiting the conventional Stark decelerator are trapped
in the traveling wave decelerator. Consequently, decelerations below roughly
18 × 103 m/s2 do not reduce the detected signal of NH3 and ND3 molecules.
The dashed vertical line also shown in Fig. 5.4 indicates the maximum accel-
eration that was used in the measurements shown in Fig. 5.3. Note that, as in
our measurements we do not determine an absolute value for the phase space
acceptance of the decelerator, the similarity between the measurements and
simulations should be considered as a consistency check only.

The position in the array of ring-shaped electrodes at which the molecules
are brought to a standstill and statically trapped, is determined by the wave-
form and can be chosen at will. Figure 5.5 shows the NH3 (squares) and ND3
(diamonds) signal as a function of this position. The signal oscillates with a
periodicity that corresponds to the spacing between adjacent rings; 1.5 mm
equivalent to a phase difference of π/4. The signal is largest when the am-
monia molecules are trapped in the plane of an electrode, and smallest when
the trap center is located between two electrodes. The observed modulation
is related to the variation in the radial confinement discussed in Sec. 5.3. For
comparison, the solid lines in Fig. 5.5 show the trap depth for NH3 and ND3
in cm−1 (1 cm−1 corresponds to 1.4 K). The NH3 and ND3 signals are scaled
(by different factors) to match the trap depth.

5.4.2 Phase jumps

As explained in Sec. 5.3, whenever the acceleration is changed, we rapidly
sweep the phase of the waveform in order to correct for the resulting shift of
the effective potential minimum. We refer to this sweep as a “phase jump”.
In Fig. 5.6 we present measurements of molecules that are decelerated from
70 to 0 m/s using an acceleration of -15000 m/s2, trapped for 30 ms, and sub-
sequently accelerated back to 70 m/s with the opposite acceleration and de-
tected. The upper panel of Fig. 5.6 shows the NH3 (squares) and ND3 (dia-
monds) signal as a function of the (magnitude of the) phase jumps that are ap-
plied whenever the acceleration is changed. As expected, the required phase
jump for optimal signal is much larger for NH3 than for ND3. In fact, when
no phase jump is applied almost no signal is observed for NH3, while for ND3
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the signal hardly changes. The solid curves in the upper panel of Fig. 5.6
show the result of 1D numerical simulations. Although the simulations seem
to slightly overestimate the width of the observed peaks and predict slightly
greater phase jumps, the maximum and overall shape match the experimen-
tal data fairly well. The discrepancies might be caused by the fact that the
amplifiers are not able to follow the rapid sweep of the phase perfectly.

The lower panel of Fig. 5.6 shows the longitudinal acceleration as a func-
tion of the position along the beam axis for NH3 and ND3 molecules using a
waveform amplitude of 5 kV. The electric field increases linearly away from
the center of the trap resulting in a harmonic but shallow potential for NH3
and a tight but very anharmonic potential for ND3. The horizontal line shows
the acceleration that is used in the experiment. The crossings of this line with
the acceleration curves, indicated by the dashed vertical lines, correspond to
the positions of the minima of the effective potential.
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5.4.3 Adiabatic cooling

As the voltages applied to the decelerator are generated by amplifying the out-
put of an arbitrary wave generator using fast HV-amplifiers, we can change
the depth (and shape) of the trap at will. This is illustrated by the measure-
ments shown in Fig. 5.7. In these measurements, ND3 molecules were decel-
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erated using the conventional Stark decelerator at phase angles of 60 and 53
degrees and coupled into the traveling wave decelerator. The traveling wave
decelerator is subsequently used to slow the ND3 molecules to a standstill,
trap them for a period of over 50 ms, accelerate them back to their initial ve-
locity and launch them into the detection region. While the molecules are
trapped, the voltages applied to the decelerator are ramped down in 2 ms,
kept at a lower value for 10 ms and then ramped up again to 5 kV. Figure 5.7
shows the remaining ND3 signal as a function of the reduced amplitude of
the waveform for the two phase angles as indicated. Typical waveform am-
plitudes as a function of time are shown in the inset of Fig. 5.7. Lowering
the voltages of the trap has two effects: (i) the trap frequency is lowered, adi-
abatically cooling the molecules; (ii) the trap depth is reduced, allowing the
hottest molecules to escape the trap. The observed signal at a phase angle of
53 degrees is seen to drop more rapidly than that at a phase angle of 60 de-
grees. This is expected, as at lower phase angles a larger and hotter packet
is loaded into the traveling wave decelerator. The hotter ensemble of ND3
molecules initially fills the trap almost completely while the colder molecules
occupy only a fraction of the trap. Consequently, the number of molecules
in the hotter ensemble is reduced even when the voltages are lowered by a
small amount. The solid and dashed lines also shown in Fig. 5.7 result from
numerical simulations that assume initial temperatures of 30 mK or 100 mK
respectively. Note that we use temperature here only as a convenient means
to describe the distribution; the densities are too low to have thermalization
on the timescales of the experiment. For comparison, Fig. 5.7 also shows mea-
surements where the trap voltages are abruptly (10µs) lowered. In this case
no adiabatic cooling occurs and as a result the signal decreases more rapidly
than when the voltages are ramped to lower voltages more slowly. The solid
(30 mK) and dashed (100 mK) lines labeled as nonadiabatic show the results
of a numerical simulation when the voltages are reduced abruptly. Similar
measurements have been performed for NH3 (not shown).

In Fig. 5.8, the number of molecules that remain trapped at 2 kV is shown
as a function of the time used for lowering and increasing the voltages. The
solid lines result from a 3D numerical simulation. The measurements confirm
that the NH3 and ND3 molecules follow the trap adiabatically when the ramp-
ing times are longer than 1 ms. The time required for the molecules to follow
the change in potential adiabatically is greater for NH3 than it is for ND3 due
to the lower trap frequencies experienced by the former. Similar measure-
ments have been performed on CH3F molecules in a microstructured trap by
Englert et. al [88].
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The smooth curves also shown in the figure are simulations that assume an initial
temperature of 30 (solid line) or 100 mK (dashed line) for the ensemble of trapped
ND3 molecules. The inset shows the amplitude of a number of typical waveforms as a
function of time.

5.5 Conclusions

In this chapter we have demonstrated deceleration and trapping of NH3 and
ND3 molecules in a traveling wave decelerator. The observed trapping times
are limited to 100 ms by the current repetition rate of the experiment (10 Hz).
The deceleration of a supersonic beam of ammonia molecules is performed in
two steps; in the first step, the molecules are decelerated from 300 to 100 m/s
using a conventional Stark decelerator, while in the second step, the travel-
ing wave decelerator is used to remove the remaining kinetic energy from the
molecules. The advantages of such a system are that the requirements im-
posed on the electronics of the traveling wave decelerator remain rather low,
and that the combined length of both decelerators is only slightly above 1 m.

The motion of the molecules in the traveling wave decelerator is controlled
completely by computer generated waveforms. As an example of the pos-
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sibilities offered by this control, we have adiabatically cooled the trapped
molecules by lowering the amplitude of the waveforms. In Chapter 4, we
demonstrated that the motion of the molecules in the trap can be excited by
applying an small oscillatory force. The ability to control the voltages applied
to the electrodes also offers the possibility to tailor the shape of the trap – for
instance, changing it into a more box-like potential. This may prove useful
for collisional and spectroscopic studies, as well as for the implementation of
schemes to further cool the molecules such as sisyphus cooling [78] and evap-
orative cooling [79].



Chapter 6

Preparation of an ultra-cold sample
of ammonia molecules for precision
measurements∗

We present experiments in which an ultra-cold sample of ammonia molecules
is released from an electrostatic trap and recaptured after a variable time. It
is shown that, by performing adiabatic cooling before releasing the molecules
and adiabatic re-compression after they are recaptured, we are able to observe
molecules even after more than 10 ms of free expansion. A coherent measure-
ment performed during this time will have a statistical uncertainty that de-
creases approximately as the inverse of the square root of the expansion time.
This offers interesting prospects for high-resolution spectroscopy and preci-
sion tests of fundamental physics theories.

6.1 Introduction

After eliminating more mundane broadening effects, the resolution of a spec-
troscopic measurement is ultimately limited by the time an atom or molecule
interacts with the radiation field. In typical molecular beam experiments, this
interaction time is limited to around 1 ms, resulting in a measured linewidth
on the order of a kilohertz. The development of cooling techniques for atoms
has led to a dramatic increase in the interaction times and hence the attained
accuracy. Currently, atom and ion clocks reach accuracies on the order of
10−18, allowing for tests of fundamental physics theories such as relativity [89],
quantum electrodynamics [90] and the time-invariance of the fine-structure

∗Based on M. Quintero-Pérez, T. E. Wall, S. Hoekstra, and H. L. Bethlem, Journal of Molecular
Spectroscopy, vol. 300, pp. 112-115, Apr 2014.
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constant [20] at an unprecedented level. It is anticipated that cooling tech-
niques for molecules will lead to a similar increase in accuracy, allowing for
more precise tests of time-reversal symmetry [24, 25] and the time-invariance
of the proton-to-electron mass ratio [85], observation of parity violation [27]
and weak interactions in chiral molecules [91]. Unfortunately, the cooling
techniques for molecules demonstrated so far, such as Stark and Zeeman de-
celeration, buffer gas cooling, photo-association and laser cooling, have a poor
efficiency (for recent review papers, see Refs. [22, 23, 66]). Therefore, al-
though in proof-of-principle experiments prolonged interaction times have
been achieved [37, 53], this was accomplished at the expense of a large de-
crease in signal. Hence, the Allan deviation – a measure of the statistical un-
certainty of the experiment – was increased rather than decreased by using
slow molecules. But the statistical uncertainty is not all that matters, usually
the accuracy of experiments is limited by systematic effects rather than by the
statistical uncertainty. As most systematic effects are proportional to the mea-
sured line-width [7], an experiment with a large Allan deviation but a small
line-width is in some cases preferable over an experiment with a smaller Allan
deviation but a large line-width. If the Allan deviation is too large, however,
the required measurement times become unrealistically long.

Recently, our group has decelerated and trapped ammonia molecules us-
ing a series of rings to which oscillating voltages are applied (see Chapters 4
and 5). The advantage of such a traveling wave decelerator [72, 73, 74] is
that molecules are confined in a genuine 3D trap throughout the deceler-
ation process, which avoids the losses at low velocity that plague conven-
tional Stark decelerators. The necessary voltages for the decelerator are gen-
erated by amplifying the output of an arbitrary wave generator using fast
high voltage (HV) amplifiers, giving us great control over the trapping po-
tential. In this chapter, we present measurements in which we adiabatically
cool ND3 molecules to sub-mK temperatures, release them by switching off
the trap voltages completely, recapture them after a variable expansion time,
re-compress and finally detect them. We discuss how this method could be
used for obtaining high-resolution spectra.

6.2 Experimental Setup

Figure 6.1 shows a schematic view of our vertical molecular beam machine. A
beam of ammonia molecules seeded in xenon is released into vacuum using a
pulsed valve. This beam is decelerated from around 330 m/s to 90 m/s using
a Stark decelerator consisting of 101 pairs of electrodes to which voltages of
+10 and −10 kV are applied. The voltages are abruptly (< 100 ns) switched
using four independent HV switches (Behlke HTS 151-03-GSM) that are trig-
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Figure 6.1 – Schematic view of the vertical molecular beam machine. A beam of
molecules is decelerated and trapped using a combination of a Stark decelerator and
a traveling wave decelerator. The inset shows the electric field magnitude inside the
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gered by a programmable delay generator. The traveling wave decelerator,
which is mounted 24 mm above the last electrode pair of the first decelerator,
consists of a series of 336 rings, each of which is attached to one of eight stain-
less steel rods to which voltages of up to ±5 kV are applied. At any moment
in time, the voltages applied to successive ring electrodes follow a sinusoidal
pattern in z, where z is the position along the beam axis. These voltages cre-
ate minima of electric field every 6 mm, which act as 3D traps for weak-field
seeking molecules. By modulating the voltages sinusoidally in time, the traps
are moved along the decelerator. A modulation frequency that is constant in
time results in a trap that moves with a constant positive velocity along the
molecular beam axis. A constant acceleration or deceleration can be achieved
by applying a linear chirp to the frequency [73, 74]. The necessary voltages
are generated by amplifying the output of an arbitrary wave generator (Wun-
tronic DA8150) using eight fast HV amplifiers (Trek 5/80). The ND3 molecules
are state-selectively ionized 20 mm above the traveling wave decelerator us-
ing a focused UV laser beam and counted by an ion detector. More details of
the setup are given in Chapters 4 and 5. Compared to the setup used in our
previous experiments, we have made a number of changes: (i) the General
valve has been replaced by a Jordan valve; (ii) the distance between the decel-
erator and the detection region has been decreased from 40 mm to 20 mm; (iii)
the suspension of the traveling wave decelerator has been altered such that
the detection region is better pumped; (iv) the alignment of the ring electrodes
with respect to each other as well as the alignment of the complete traveling
wave decelerator with respect to the beam line has been improved.

6.3 Experimental Results

The upper panel of Fig. 6.2 shows the density of ND3 molecules above the
decelerator as a function of time when different waveforms are applied to the
ring decelerator. In all cases, a packet of molecules is decelerated to 90 m/s
using the conventional Stark decelerator and injected into the traveling wave
decelerator at t = 0. The time-of-flight (TOF) trace labeled as ‘90’ is recorded
when a sinusoidal voltage with an amplitude of 5 kV and a constant frequency
of 7.5 kHz is applied to the traveling wave decelerator. In this case, molecules
at a velocity of 90 m/s are guided through the decelerator and arrive at the
detection zone after 5.5 ms. The TOF traces that are labeled as ‘85’ to ‘0’ are
recorded when the frequency is first linearly decreased to a certain value and
subsequently increased to its original value. With these waveforms, molecules
are decelerated to the indicated value (in m/s) before being accelerated back
to their original velocity. Consequently, the molecules will spend a longer
time in the decelerator and will arrive at the detection zone at later times. The
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Figure 6.2 – Measured time-of-flight (TOF) profiles when ND3 molecules are guided
at 90 m/s, decelerated to 85-0 m/s and trapped for 20 and 50 ms before being acceler-
ated back to 90 m/s and detected (upper graph). The lower graph shows the full-width
at half-maximum, FWHM (black curve, left-hand side axis) and the amplitudes (red
curve, right-hand side axis) of Gaussian fits to the TOF profiles.

TOF trace that is labeled as ‘0’ corresponds to the situation in which molecules
come to a complete standstill before being immediately accelerated back to
90 m/s and detected. As expected, the time the molecules spend in the de-
celerator is now approximately 2 times longer than when the molecules are
guided. In these experiments the acceleration is changed from 0 m/s2, for
guiding, to±17000 m/s2, for decelaration and acceleration. Once the molecules
come to a standstill, we can hold them for arbitrarily long times by keeping
the voltages constant. The profiles that are labeled as ‘0/20’ and ‘0/50’ cor-
respond to the situations in which molecules are trapped for 20 and 50 ms,
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respectively.
The lower panel of Fig. 6.2 shows the full-width at half-maximum (FWHM)

(black curve, left-hand side axis) and the amplitudes (red curve, right-hand
side axis) of Gaussian fits to the TOF profiles. Since we detect molecules very
close to the decelerator, the width of the TOF profiles mainly reflects the posi-
tion spread of the guided molecules, i.e. the size of the trap in the z direction.
The width of the TOF profile measured when the molecules are guided corre-
sponds to a position spread of 3 mm. Deceleration of the molecules comes at
the expense of the acceptance of the trap, which explains why the width of the
TOF profiles decreases when the molecules are decelerated to lower velocities.
The amplitudes of the Gaussian fits to the TOFs are normalized to that of the
guided beam. As observed, the amplitude of the TOF profile measured after
50 ms of trapping is about 20% smaller than that of the guided beam. Note that
in the experiments shown in Chapters 4 and 5 the ND3 signal was reduced by
80%, which was attributed to mechanical misalignments in the traveling wave
decelerator and a mismatch between the conventional Stark decelerator and
the traveling wave decelerator. These issues have been resolved by realigning
the decelerator. In addition, the various improvements have resulted in an
increase of the signal of the guided molecules of a factor of 12.

It is observed in Fig. 6.2 that the amplitude of the TOF profile measured
when molecules are decelerated to 5 m/s is smaller than expected while its
width is larger than expected. We have repeated this measurement several
times to ensure that it is not a statistical fluctuation, but this seems not to be
the case. We attribute the observed heating to parametric amplification of the
transverse motion when the transverse trapping frequency becomes similar
to the inverse of the time that it takes molecules to move from one ring to
the next. For ND3, strong, broad resonances are expected at 1.9 and 3 kHz,
corresponding to a velocity of 2.8 and 4.5 m/s (see Chapter 4). These reso-
nances do not lead to significant losses when the molecules are decelerated
to a standstill, apparently because the resonance is passed sufficiently fast.
When molecules are decelerated to 5 m/s, however, they spend a longer time
near the resonance, leading to considerable heating.

As the waveforms applied to the decelerator are generated by a computer
code and loaded into an arbitrary wave generator, we have complete control
over the shape and depth of the trap. This is illustrated by the measurements
presented in Fig. 6.3. In these measurements ND3 molecules are again decel-
erated, trapped for a period of over 50 ms, and subsequently accelerated and
detected. In this case, however, while the molecules are trapped, the voltages
applied to the decelerator are ramped down in 10 ms, kept at a lower value
for another 10 ms and then ramped back up to 5 kV over 10 ms (blue data
points). Lowering the voltages of the trap has two effects: (i) the trap fre-
quency is lowered, adiabatically cooling the molecules; (ii) the trap depth is
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Figure 6.3 – Trapped ND3 signal as a function of the amplitude of the waveform
when, after deceleration and trapping, the voltages are slowly (blue curve labeled as
‘adiabatic’) or abruptly (red curve labeled as ‘non-adiabatic’) reduced to the indicated
value. Each data point is the average of 600 shots; the error bars represent the one
sigma statistical spread. The top axis shows the trap depth (in millikelvin) with this
amplitude.

reduced, allowing the hottest molecules to escape the trap. The bottom axis of
Fig. 6.3 shows the value to which the amplitude of the waveform is reduced,
while the top axis shows the resulting trap depth in mK. For comparison, the
signal is also shown when the trap voltages are abruptly (10µs) lowered (red
data points). In this case, no adiabatic cooling occurs and the signal decreases
rapidly when the voltages are ramped down. The data presented in Fig. 6.3 is
similar to that already presented in Chapters 4 and 5. However, as our signal
is now much better than before, we can observe molecules even if the ampli-
tude of the waveform is reduced to below 0.5 kV, as shown in the inset of the
figure. It is seen that by reducing the trap depth to 200µK we still have more
than 5% of our signal left.

As discussed, the main motivation for our research on cold molecules is
their potential for high-resolution spectroscopy. Ideally, one would like to
perform spectroscopy on trapped molecules, for instance, by driving a tran-
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sition between two states that have a similar Stark shift. However, a trap
depth as low as 200µK already corresponds to a Stark shift of 4 MHz. Thus, in
order to measure this transition with high accuracy, the fractional difference
between the Stark shifts of the levels involved should be very small. A more
straight-forward approach is to switch off the trapping voltages completely.

In Fig. 6.4, we show the results of an experiment in which the trap is
switched off for a variable period of time. The waveforms used in this ex-
periment, shown in the inset of the figure, are similar to the ones used for
obtaining the data of Fig. 6.3. In this case, however, after the voltages have
been reduced to a certain value, Vred, we abruptly switch off the voltages for
a variable period of time, ∆texp. The y-axis shows the ion-current converted
into the number of ions per shot on a logarithmic scale while the x-axis shows
the expansion time in ms. The red, green and blue curves show the signal
when the voltages are reduced to 2, 0.5 and 0.1 kV, respectively. The black
curve is recorded when no adiabatic cooling has been performed. As ob-
served, without adiabatically cooling, the signal is initially large, but it drops
rapidly as the expansion time is increased. When the molecules are adiabati-
cally cooled before they are released and adiabatically recompressed after they
are recaptured, the initial signal is smaller but it decays more slowly as ∆texp
is increased. Consequently, molecules are detected even for expansion times
over 10 ms. To understand the observations, it is important to realize that
our signal is proportional to the number of molecules in the laser focus and
not to the total number of molecules that are recaptured. For long expansion
times, the number of molecules that are recaptured drops as 1/∆t3exp; their
density after re-compression, on the other hand, will stay approximately con-
stant. As phase space density is conserved, this implies that the size of the
trapped cloud shrinks. As our laser beam is tightly focused along the y and
z-directions, but elongated along the x-direction, the signal is expected to be
proportional to 1/∆texp, as is indeed observed. The dashed black curve in
Fig. 6.3 shows a 1/∆texp function to guide the eye.

For the sake of simplicity, we have chosen the voltage used for adiabatic
cooling to be the same as the one used to recapture the molecules. However, it
is probably better to optimize these separately – the voltage for adiabatic cool-
ing should be chosen such that it satisfies the compromise between maximum
cooling with a minimal loss of molecules, whereas the voltage applied to the
trap when the molecules are recaptured should be chosen such that the phase
space volume of the molecules after expansion is matched to the acceptance
of the trap [22]. This implies that the optimal voltage used for recapturing the
molecules actually depends on the expansion time.

The ability to observe molecules after switching off the trap voltages for
times >10 ms is a promising prospect for future high-resolution experiments
on molecules. The statistical uncertainty achieved in a spectroscopic experi-
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Figure 6.4 – Number of ND3 molecules detected after release and recapturing as a
function of the time that the molecules are allowed to expand. Example waveform am-
plitudes are shown in the inset. The black curve is recorded when no adiabatic cooling
or re-compression is performed, while for recording the red, green and blue curves the
waveform amplitudes are first slowly reduced to 2, 0.5 and 0.1 kV, respectively, before
the molecules are released, and subsequently increased back from this value to 5 kV
after the molecules have been recaptured. The dashed black curve shows a 1/∆texp
function to guide the eye.

ment after a certain measuring time, τ , is given by the Allan deviation

σy(τ) = 1
Q

√
τc
τNc

, (6.1)

where Q = f/∆f is the quality factor of the resonance, τc is the duration
of one cycle, i.e., the inverse of the repetition frequency and Nc is the num-
ber of molecules that are detected per cycle. If the width of the transition is
limited by the finite interaction time, ∆t (i.e., ∆f ∝ 1/∆t), then the Allan devi-
ation is proportional to (∆t

√
Nc)−1. If we performed a coherent measurement

during the time that the molecules are freely expanding, we would expect
from the data presented in Fig. 6.4 that the Allan deviation would decrease
as 1/

√
∆texp. We can check this conclusion by explicitly computing some
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numbers; after an expansion time of 0.1, 1, 10 and 30 ms, we detected (at the
optimal voltage settings and corrected for background signal) 117, 18, 1, and
0.2 ions per shot, respectively. This implies that the Allan deviation at 1, 10
and 30 ms is decreased by a factor of 4, 9 and 12, respectively, compared to the
value at 0.1 ms. Thus, the increased interaction time indeed compensates the
loss in signal.

6.4 Conclusion

As shown in Chapters 4 and 5, traveling wave decelerators are more efficient
at low velocity and obviate the problem of loading molecules into a trap, that
has led to large losses in earlier studies with Stark decelerators [38, 71]. Com-
pared to the setup used in our previous experiments, we have made a number
of improvements that have further reduced losses in the deceleration process.
In the current experiments, the signal of molecules that are trapped for 50 ms
is only 20% smaller than that of molecules that are guided by the traveling
wave decelerator. Furthermore the guided signal was 12 times larger than
that in our previous experiments. These improvements have allowed us to
lower the voltages of the trap by a factor of 50, which corresponds to lowering
the trap depth from 160 mK to 0.2 mK, while still having 5% of our original
signal left. We have also performed experiments in which we switch off the
trap completely and recapture the molecules more than 10 ms later – much
longer than possible in a molecular beam machine of realistic size. We show
that by performing adiabatic cooling before the molecules are released and
adiabatic re-compression after the molecules are recaptured, the signal drops
only as 1/∆texp. This implies that the statistical error of a spectroscopic exper-
iment performed during that time will decrease as 1/

√
∆texp. Furthermore,

the systematic errors are easier to control by the localised and well-controlled
sample of cold molecules. The signal can be further increased by using larger
rings, which will also improve the optical access. We are planning to perform
precision measurements on the fundamental vibrations in ammonia using in-
frared lasers. As a first step, we plan to measure transitions in the ν1 +ν3 band
of NH3 near 1.5µm [92].
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[37] J. van Veldhoven, J. Küpper, H. L. Bethlem, B. Sartakov, A. J. A. van Roij,
and G. Meijer, “Decelerated molecular beams for high-resolution spec-
troscopy,” Eur. Phys. J. D, vol. 31, pp. 337–349, 2004.

[38] H. L. Bethlem, F. M. H. Crompvoets, R. T. Jongma, S. Y. T. van de Meer-
akker, and G. Meijer, “Deceleration and trapping of ammonia using time-
varying electric fields,” Phys. Rev. A, vol. 65, p. 053416, May 2002.

[39] P. Jansen, Polyatomic molecules for probing a possible variation of the proton-
to-electron mass ratio. PhD thesis, VU University Amsterdam, 2013.

[40] H. L. Bethlem, G. Berden, and G. Meijer, “Decelerating neutral dipolar
molecules,” Phys. Rev. Lett., vol. 83, pp. 1558–1561, Aug 1999.

[41] F. M. Crompvoets, H. L. Bethlem, R. T. Jongma, and G. Meijer, “A pro-
totype storage ring for neutral molecules,” Nature, vol. 411, pp. 174–176,
May 2001.

[42] S. Y. T. van de Meerakker, N. Vanhaecke, H. L. Bethlem, and G. Mei-
jer, “Transverse stability in a stark decelerator,” Phys. Rev. A, vol. 73,
p. 023401, Feb 2006.

[43] H. L. Bethlem, G. Berden, F. M. Crompvoets, R. T. Jongma, A. J. A. van
Roij, and G. Meijer, “Electrostatic trapping of ammonia molecules,” Na-
ture, vol. 406, pp. 491–494, Aug 2000.



87

[44] L. P. Parazzoli, N. J. Fitch, P. S. Żuchowski, J. M. Hutson, and H. J.
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Summary

”Physics is really nothing more than a search for ultimate simplicity,
but so far all we have is a kind of elegant messiness.”

– Bill Bryson, A Short History of Nearly Everything

In my opinion, the main task of physics research is to delve deeper into
that elegant messiness and try to unravel it a little more, carefully deciphering
the code of Nature until it can be presented to our minds with ultimate sim-
plicity. To this end, a wise approach is to measure or observe physical phe-
nomena that are already known but with a new perspective, more detailed
and scrupulous, in such a way that a whole new level of information can be
extracted. High-resolution spectroscopic measurements are a very powerful
tool used by experimental groups around the world for obtaining new infor-
mation from an experiment. The task is mainly to obtain as much information
as possible about the structure of atoms and molecules and the physics behind
them by making them interact with radiation (light) that is contained inside a
cavity. A beam of molecules will cross this cavity and will be interrogated by
the radiation during the time they spend inside it. If the molecules move very
fast, the time spent inside the cavity, and therefore the time they are interro-
gated, will be short, and a limited amount of information can be extracted.
To make this time longer, the solution used in this thesis is to reduce the ve-
locity of the molecules by manipulating them with electric fields. Very slow
molecules will spend a much longer time crossing the cavity and being inter-
rogated by the radiation, and therefore a greater amount of information can
be obtained. With this technique, even fundamental physics theories to which
certain atomic or molecular species are specially sensitive can be tested.

The main experimental problem with the achievement of long interaction
times is that particles spread out over time due to their temperature and ve-
locities, causing a decrease in density and, hence, a substantial decrease of the
number of particles that reach the detector. This directly decreases the resolu-
tion of Ramsey spectroscopy, technique which we ultimately want to perform
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with slow molecules. To achieve the highest resolution, the target particles
must be cooled so they don’t spread out during the measurement. Cooling
techniques that are effective for manipulating atoms, like laser cooling, are
highly inefficient or impossible in the case of molecules due to the complexity
of their energy level structure. Hence, other techniques for manipulating and
cooling molecules are needed. A method that has been proven very efficient
is to exploit the Stark effect of a molecule using time-varying inhomogeneous
electric fields. When a polar molecule is placed in an inhomogeneous electric
field, the uneven distribution of charges gives rise to a net force that can be
used to manipulate its overall velocity, temperature and trajectory.

The work shown in this thesis is in summary focused on obtaining a sig-
nal of slow molecules that is as large as possible on the detector to be able to
reach unprecedented interaction times in molecules. Chapter 1 introduces the
importance of slow atomic and molecular species for high-resolution spec-
troscopic measurements and gives an overview of our efforts on building a
molecular fountain to measure the inversion frequency of ammonia. In the
fountain, molecules would fly upwards, falling back under gravity and al-
lowing for interaction times in the order of the second. Unfortunately, the
low efficiency of usual Stark deceleration techniques did not allow for enough
density of slow molecules to be able to see them falling back. In Chapter 2, we
try to compensate for the low densities by testing whether a new ionization
scheme for the molecules would be more efficient, giving us the possibility to
detect more of them. This new scheme uses vacuum-ultraviolet light instead
of the ultraviolet light used in the previous scheme. In Chapter 3, we build
an unique ion lens that is able to separate the ions corresponding to differ-
ent velocities of the molecules onto a CCD camera, giving us the possibility to
eliminate the background of fast molecules from our signal of slow molecules.
Chapters 4 and 5 show the implementation and testing of a new kind of Stark
decelerator, a traveling-wave decelerator, which has practically no losses. Via
computer control of the varying voltages applied to the traveling-wave de-
celerator, full manipulation of the molecules can be reached; this is shown
in experiments in which we decelerate, trap and cool molecules. Finally, in
Chapter 6 we are able to create an ultra-cold sample of ammonia molecules
that is released from the trap and recaptured after a variable time. In this
experiment, it is possible to observe molecules even after more than 10 ms
of free expansion. A spectroscopic measurement could be performed during
that time, offering interesting prospects for high-resolution spectroscopy and
precision tests of fundamental physics theories.



Samenvatting

”Physics is really nothing more than a search for ultimate simplicity,
but so far all we have is a kind of elegant messiness.”

– Bill Bryson, A Short History of Nearly Everything

Naar mijn mening is het de taak van een natuurkundige om dieper in
deze elegante wanorde te duiken, en een klein beetje meer orde te brengen,
geduldig de puzzle van het heelal te ontwarren totdat het kan worden gevat
in enkele simpele principes. Een goede strategie om dit doel te bereiken is om
al bekende natuurkundige verschijnselen opnieuw te bestuderen, maar van-
uit een nieuwe invalshoek, met hogere nauwkeurigheid en vollediger, zodat
informatie wordt verkregen op een nieuw niveau. Hoge resolutie spectro-
scopie is een effectieve methode toegepast door onderzoeksgroepen overal in
de wereld. Het doel is om kennis over de structuur van atomen en moleculen
te verkrijgen door hun wisselwerking met licht te bestuderen. Moleculen
worden door een lichtveld een laserbundel of microgolf cavity gezonden,
en zullen, gedurende de tijd dat het ze zich in het veld bevinden, interactie
hebben met het licht. Als de moleculen een hoge snelheid hebben is de inter-
actietijd kort en, als gevolg daarvan, de precisie van het experiment beperkt.

Het onderzoek beschreven in dit proefschrift richt zich op het gebruik
van technieken om moleculen af te remmen en hun beweging te controleren
met als doel om nauwkeurigere metingen aan moleculen mogelijk te maken.
Langzame moleculen zullen een gedurende een langere tijd interactie hebben
met het lichtveld waardoor ze nauwkeurig kunnen worden bestudeerd. Op
deze wijze kan een zo hoge precisie worden behaald, dat fundamentele na-
tuurkundige theorieën kunnen worden getest. Het voornaamste obstakel om
lange interactietijden te verkrijgen is dat de moleculen een eindige temper-
atuur en snelheidsspreiding hebben waardoor ze zullen uitwaaieren en maar
enkele van hen de detector zullen bereiken. Voor een hoge precisie is het nodig
om veel moleculen te detecteren. Hiervoor is het nodig om de moleculen
tot lage temperatuur te koelen. Helaas kan laserkoeling, een methode die
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met veel succes toegepast wordt op atomen, niet effectief worden toegepast
op moleculen omdat hun structuur hiervoor te complex is. In dit onder-
zoek wordt gebruik gemaakt van het zogenaamde Stark effect, de interactie
van elektrische velden met het elektrische dipoolmoment van moleculen, om
moleculen af te remmen en af te koelen.

Het doel van het onderzoek, beschreven in dit proefschrift, is om een zo
groot mogelijk signaal van langzame moleculen te genereren zodat ongeëve-
naard lange interactietijden verkregen worden. In hoofdstuk 1 wordt in detail
het belang van langzame atomen en moleculen voor hoge resolutie spectro-
scopie besproken en geef ik een samenvatting van onze inspanning om een
moleculaire fontein te creëren. In deze fontein bewegen moleculen met een
langzame snelheid omhoog, worden vertraagd en vallen uiteindelijk terug
door de zwaartekracht. Op deze manier is het mogelijk om Interactietijden
van typisch een seconde te verkrijgen. Helaas zijn we er niet in geslaagd om
moleculen te zien terugvallen, voornamelijk doordat de efficiëntie van con-
ventionele Stark afremmers snel afvalt bij de lage snelheden die nodig zijn.
In hoofdstuk 2 wordt een nieuwe detectiemethode voor langzame ammo-
niak moleculen die gebruikmaakt van VUV laserlicht met een golflengte van
159 nm vergeleken met de “standaard” detectie methode die gebruik maakt
van laserlicht bij 322 nm. In hoofdstuk 3 wordt een ionenlens gepresenteerd
waarmee we erin zijn geslaagd om ionen afhankelijk van hun snelheid af te
beelden op een CCD camera. Op deze manier kunnen wij het signaal van
langzame moleculen scheiden van achtergrond signaal van snelle moleculen
afkomstig van de niet-afgeremde bundel. In hoofdstukken 4 en 5 wordt een
nieuwe Stark afremmer – een lopende golf afremmer – gepresenteerd die in
staat is om moleculen vrijwel zonder verlies af te remmen en tot stilstand te
brengen. Omdat de benodigde voltages gegenereerd worden door een ar-
bitrary wave generator en vervolgens worden versterkt met HV-versterkers,
hebben we complete controle over de vorm en diepte van de potentialen en
dus over de afgeremde moleculen. Dit wordt geı̈llustreerd door metingen
waarbij moleculen worden afgeremd, opgesloten en vervolgens afgekoeld.
Tenslotte worden in hoofdstuk 6 metingen gepresenteerd aan een ultrakoud
wolkje ammoniak moleculen die worden losgelaten uit de val en vervolgens
worden teruggevangen na een variabele tijd. In dit experiment zijn wij erin
geslaagd om moleculen na meer dan 10 milliseconde vrije vlucht te detecteren.
Dit maakt het mogelijk om spectroscopische metingen te doen met een uniek
hoge resolutie die het mogelijk maakt om fundamentele natuurkunde theo-
rieën te testen.
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