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For my son Tobi

In a lab where molecules dance and play,
A technique called NICE-OHMS leads the way.
It’s sensitive, precise, and immune to noise,
A spectroscopy method that everyone enjoys.

With a laser so bright and a cavity so tight,
The sidebands emerge with EOM’s might.
The modulation’s high, yet the linewidth’s thin,
Measuring weak transitions with a triumphant grin.

A breakthrough was made, a feat so grand,
A quadrupole transition in hydrogen, first in the land.
Saturation spectroscopy brought it so near,
NICE-OHMS, the hero, made it appear.
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CHAPTER 1
Introduction and Summary

1.1 The hydrogen molecule as a quantum
benchmark

Spectroscopy’s role in unveiling the intricacies of hydrogen, first in its
atomic form [1] and later also in its molecular form, has been pivotal in
advancing our understanding of quantum mechanics. Due to its funda-
mental simplicity, molecular hydrogen and its isotopologues remain to
serve as a cornerstone in the progression of quantum mechanics. This
inherent simplicity of hydrogen has catalyzed the development of precise
ab initio computations grounded in molecular quantum electrodynamics
(QED) theory. These computations facilitate rigorous benchmarking of
theoretical models against experimental observations, underscoring the
integral role of hydrogen in validating and refining quantum mechanical
principles.
Ab initio calculations are essential for accurately predicting the elec-
tronic and vibrational spectra of hydrogen isotopologues. These theo-
retical predictions are instrumental in benchmarking the systems, pro-
viding a critical testbed for QED within the molecular domain. In the
recent decade tremendous progress has been made in this field by the
activity of Pachucki, Komasa and Puchalski [2–5]. The current accu-
racy of ab initio calculations enables probing the fundamental constants
of nature and to investigate the validity of quantum mechanics at un-
precedented levels of precision. Moreover, the agreement of these the-
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1. Introduction and Summary

oretical predictions with experimental data not only validates the ro-
bustness of QED but also highlights the potential for discovering new
physics beyond the Standard Model (BSM) [6] by probing potential new
forces [7] and dimensions that may lie beyond our current theoretical
frameworks [8]. Consequently, the elemental simplicity of hydrogen ex-
tends beyond its fundamental attributes, serving as a critical instrument
for advancing our understanding of fundamental physical principles, as
explored through quantum electrodynamics.

Historically, the dissociation energy of the hydrogen molecule stood as
the paramount benchmark, with vibrational transitions receiving less
attention due to experimental limitations. This benchmarking has pri-
marily focused on comparison between precise measurements and cal-
culations of the dissociation limit of H2 [9, 10], D2 [11], and HD [12],
reaching an impressive 1 MHz agreement with theory. This remarkable
endeavor of benchmarking the dissociation limit spans already over a
century, with the first measurement performed by Langmuir [13], and
involves intricate experimental tricks to continuously push the accuracy
forward. However, the limited lifetimes of the states involved in deter-
mining this benchmark value are putting a fundamental limit on future
improvement.

1.2 History and future of the rovibrational
states

Transitioning from the dissociation energy to the measurement of rota-
tional and vibrational splittings introduces a new dimension of inves-
tigation, leveraged by the long lifetimes of these states and the poten-
tial for extreme accuracy. However, the pursuit of such measurements
has historically been challenged by the inherent weakness of the asso-
ciated spectral lines. Gerhard Herzberg succeeded to observe the ex-
tremely weak quadrupole absorption spectrum of the homonuclear H2

species [14, 15]. The intricate story of the heteronuclear HD isotopo-
logue, which was also the initial target of this Thesis, started with the
observation of its vacuum ultraviolet spectrum [16], achieved soon after
the discovery of the hydrogen isotope of mass 2 [17]. Herzberg realized
that the inversion symmetry in the heteronuclear HD molecule is broken
due to the slight charge asymmetry within the molecule. This marked a
pivotal advancement in understanding molecular spectroscopy witnessed

2



1.2. History and future of the rovibrational states

by the observation of dipole rovibrational lines in overtone bands of HD
[18]. For both seminal experiments, on the vibrational spectrum of H2

and HD, he employed high-pressure cells combined with multi-pass ab-
sorption techniques. It marked the genesis of quantitative vibrational
absorption spectroscopy in hydrogen.
In subsequent decades the rovibrational spectra were measured with
refined methods, for H2 with Fourier-transform spectrocopy [19] and
Raman spectroscopy [20]. More refined spectra of HD were recorded for
the vibrational overtones [21, 22] and for the pure rotational far-infrared
spectrum [23, 24].
These efforts were later complemented by the invention of the laser and
advancements in cavity-enhanced techniques. The combined methods,
all involving Doppler-limited spectroscopy, were employed for H2 [25–
29], for HD [30, 31] and D2 [32–34]. Dickenson’s method of measure-
ments of combination differences by exploiting the stronger electronic
excitations [35] and Meek’s molecular beam experiment using state-
selective ionization [36, 37] have been notable milestones. These meth-
ods, based on sub-Doppler configurations, provided innovative pathways
to enhance the detection and analysis of weak vibrational transitions,
contributing significantly to the field of precision spectroscopy of rovi-
brational states.
Recently, the playfield of hydrogen isotopologues has been extended fur-
ther by performing measurements on tritiated species. This activity
was carried out at LaserLaB Amsterdam, in collaboration with scien-
tists from the Tritium Laboratory Karlsruhe. Coherent Raman studies
of HT, DT and T2 sampless entrained in static gas cells led to improve-
ments on the vibrational spectroscopy of all three species by several
orders of magnitude [38–40]. The addition of tritium doubles the possi-
ble flavors of molecular hydrogen isotopologues for testing fundamental
physics.
The next step of improvement in the rovibrational absorption spec-
troscopy of hydrogen warrants the acquisition of Doppler-free spectra
through saturation spectroscopy. This approach, which was taken as
the perspective for the studies laid down in this Thesis, would bring a
three orders of magnitude reduction in linewidth, allowing more pre-
cise extraction of transition frequencies. This would put the determined
rovibrational level structure at the forefront of benchmarking within
hydrogen and potentially even with competitive ionic benchmark sys-
tem [41]. Before this study, no rovibrational transition in any isotope of
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1. Introduction and Summary

hydrogen was ever observed under conditions of saturation due to their
inherent weakness. Here, by the latest advancements in cavity and laser
technology were combined and applied via the spectroscopic technique
of Noise-Immune Cavity-Enhanced Optical Heterodyne Molecular Spec-
troscopy (NICE-OHMS). NICE-OHMS was selected as it has proven to
be the most sensitive absorption technique under conditions of satura-
tion with near shot-noise limited performance [42, 43]. Another novelty
of the present work is to combine the extremely sensitive NICE-OHMS
method with frequency comb calibration - combining extreme sensitivity
with extreme frequency accuracy.
The field of Noise-Immune Cavity-Enhanced Optical Heterodyne Molec-
ular Spectroscopy (NICE-OHMS), invented by Hall and coworkers [44],
is a cavity-enhanced spectroscopic technique, somewhat similar to Cav-
ity Ring-Down Spectroscopy (CRDS), invented by O’Keefe and Dea-
con [45] for pulsed operation, and later by Romanini et al. [46] for CW
operation. Several reviews have been written on the wide variety of
such techniques explored [47–49]. The specific variant of NICE-OHMS
is able to reduce the noise equivalent absorption (NEA) level close to
the absolute noise limit; the photon shot noise, allowing extraction of
the full potential of cavity-enhanced spectroscopy.
Chapter 4 of this thesis represents our genesis study, the first implemen-
tation of NICE-OHMS in our laboratory, and describes the successful
observation and measurement of the saturated absorption spectra of the
first overtone dipole transition in HD. These results were, simultane-
ously obtained with the work of the Hefei group [50] and resulted in a
puzzling 4-sigma discrepancy. This sparked many studies and resulted
in an underlying puzzling lineshape. However, no definite solution to
this lineshape conundrum has yet been found, although several ideas
have been presented [51–53].
The success of achieving saturation of the weakest transition so far led us
to the idea of saturating a rovibrational quadrupole transition in para-
H2. As this is a hyperfineless transition, the potential influence of the
hyperfine on the lineshape is absent. The two orders of magnitude lower
transition moment compared to the dipole transitions in HD required
the development of a sophisticated new setup, in which high laser power,
a cryogenic narrow linewidth cavity, and a new novel implementation of
NICE-OHMS were all combined.

4



1.3. Summary

1.3 Summary

The remainder of this PhD Thesis is separated into two parts. Chapters
2 and 3 describe the design and construction of the experimental layout
that was used in the experiments, while chapters 4 through 9 present a
sequence of studies on the spectroscopy of HD, H2, and HT.

Chapter 2 introduces and describes our sophisticated NICE-OHMS im-
plementation used in our latest experiments. Our implementation is
based on fully digital parallel demodulation using a high-speed digi-
tal lock-in amplifier, allowing robust and repeatable acquisition. Sev-
eral tricks to reduce or eliminate background signal drifts are discussed
and implemented to allow long-term averaging. A novel method of car-
rier locking symmetrization was implemented, which allowed prolonged
measurements near the quantum noise limit. This was combined with
frequency comb locking, providing absolute frequency calibration.

Chapter 3 describes the design and development of a vibration-insensitive
cryogenic cavity suitable for high-power saturation spectroscopy. This
section covers the technical design aspects, such as cavity geometry,
higher-order mode avoidance, material selection and the integration of
cryogenic technology.

Note that not all methods and tricks discussed in Chapters 2 and 3
were present or included in all of the following spectroscopy studies
mentioned. The setup used in Chapter 4 was the first realization of a
NICE-OHMS setup in our laboratory with an initial cavity configura-
tion and signal recovery scheme. From Chapter 5 and onwards the full
digital demodulation scheme was implemented. From Chapter 6 a tran-
sition to the cryogenic cavity was made and the free-space EOM was
implemented. The active PDH setpoint stabilization was only used in
Chapter 7 and 8. For Chapter 9 a third cavity was built, in collaboration
with the Tritium Laboratory Karlsruhe, directed at radiation safety for
the use of tritium gas; this cavity operated only at room temperature.

After the initial study of HD in Chapter 4 this isotopologue was fur-
ther investigated in Chapters 5 and 6, focusing on the determination
of rotational level spacings. This was done by using combination dif-
ferences of obtained sub-Doppler spectra of rovibrational transitions.
This partially overcomes the intricate lineshape problem encountered in
saturated spectra of HD.

Chapter 7 marks the first-ever observation and measurement of a rovi-
brational quadrupole transition under conditions of saturation in hy-
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1. Introduction and Summary

drogen or any neutral molecule. Not only does this mark a new era
in saturation spectroscopy, but its symmetric Lamb dip spectra set the
most accurate benchmark transition to date in any isotope of hydrogen.

Chapter 8 further explores the hydrogen molecule by saturation of the
Q(1) transition in ortho-H2, successfully exposing the underlying hy-
perfine structure. This shows the remarkable resolution obtained by
saturation spectroscopy and marks the first quantitative study of the
hyperfine spectrum in the optical domain for molecular hydrogen.

Chapter 9 concludes the experimental investigation with precision mea-
surements of vibrational quanta in tritium hydride (HT). This study
required the development of a sophisticated gas loading scheme and
radiation-safe measurement setup. The more favorable hyperfine struc-
ture compared to HD allowed extraction of the underlying substructure
and put the tritiated isotopes back at the forefront of benchmarkable
systems within hydrogen.

1.4 Concluding remarks and outlook

This journey from Herzberg’s initial measurements to the latest sub-
Doppler spectroscopic achievements underscores the remarkable evolu-
tion of rovibrational spectroscopy of hydrogen. These advancements
have not only led to the most accurate benchmark values in hydrogen
to date but also highlight substantial potential for future improvements.
The exceptionally long lifetimes of the states involved, combined with
their extremely narrow natural linewidths, provide ample opportunity
for further refinement, promising even greater precision in the measure-
ment of rovibrational transitions. This reaffirms molecular hydrogen’s
prominence as a future benchmark system in precision spectroscopy.

This thesis has focused on precision measurements of the level struc-
ture of the simplest molecule, testing the underlying theory of quantum
electrodynamics that describes its quantum structure. Concurrently, it
represents a study in the advancement of optical technology, achieving
record sensitivities. Notably, we have measured in saturation a single
hyperfine component of the Q(1) quadrupole transition in the (2-0) band
of H2, with a line strength as low as 4.4× 10−28 cm/molecule.

Despite these significant achievements, further progress necessitates a
deeper understanding of the underlying dynamics causing the encoun-
tered and currently unexplainable lineshapes, particularly for the het-
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1.4. Concluding remarks and outlook

eronuclear isotopes of hydrogen (HD and HT in this study). Further
progression in accuracy in these isotopes is presently hindered by the
absence of a general model to reliably extract transition frequencies.
The compact underlying hyperfine spectrum complicates the lineshape
further; thus, a full resolution of the hyperfine structure is essential for
a comprehensive understanding of the underlying dynamics. In the case
of the homonuclear isotope H2, symmetric Lamb dips of quadrupole
transitions have been observed under specific experimental conditions,
marking a promising path toward further improvement.
Experimentally, our results also indicate a fundamental limit in the pro-
gression of saturation spectroscopy due to the photon shot noise limit.
The near shot-noise-limited performance of the current experiment per-
mits only minor incremental improvements through further noise reduc-
tion, suggesting that additional experimental progress must be sought
through alternative avenues. Enhancing sensitivity by increasing the
effective optical path length faces experimental constraints: both the
finesse and cavity length cannot be significantly scaled, as the finesse is
limited by material properties and scaling the cavity length introduces
disproportionate experimental challenges.
A clear path forward lies in significantly increasing the interrogation
time of the spectroscopy laser with the molecules under study. This
strategy would result in narrower linewidths and eventually enable full
resolution of the hyperfine structure in the heteronuclear isotopes. Re-
peating the current experiments at temperatures lower than 72 K will
help in this endeavor, but with an experimental lower limit of around
4 K by using buffer gas cooling again a limit is faced. Expanding the
intracavity beam size is another solution to increase the interrogation
time, but this too is hindered by the disproportionate extreme tolerances
required in angular alignment of the mirrors. Ultimately, achieving full
trapping of the hydrogen molecule is necessary to fully exploit the po-
tential of its long-lived rovibrational states.
As a final remark; it is imperative that both theory and experiment of
the hydrogen molecule attain comparable levels of accuracy to serve as
a proper benchmark system. Historical precedent suggests that theoret-
ical breakthroughs are always on the horizon, and it is probably only
a matter of time before theory and experiment are in competition once
again.
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CHAPTER 2
Frequency comb referenced

NICE-OHMS for
saturation spectroscopy of

extremely weak
rovibrational transitions

2.1 Introduction

Noise-Immune Cavity-Enhanced Optical Heterodyne Molecular Spec-
troscopy (NICE-OHMS) is an extremely sensitive spectroscopic tech-
nique invented and pioneered in the late 90’s by J.L. Hall and his co-
workers [43, 44]. In its essence it is performing frequency modulation
spectroscopy (FMS) within an enhancement cavity, which combines both
the benefit of path length enhancement from the cavity and the extreme
noise reduction of FMS. The sensitivity and potential of NICE-OHMS
were directly shown in these first studies, where an impressive noise level
of only 30% above the shot-noise limitation was achieved. This resulted
in a detection sensitivity of 5× 10−13 Hz−1/2, which set the record and
benchmark value as the most sensitive cavity-enhanced absorption spec-
trometer for the decades to come. NICE-OHMS was originally developed
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2. Frequency comb referenced NICE-OHMS for saturation
spectroscopy of extremely weak rovibrational transitions

with the potential to serve as an optical frequency standard, as optical
standards were limited during that period of time. This can be achieved
by stabilizing the cavity and its respective laser onto a Doppler-free
narrow molecular resonance through saturation spectroscopy, as NICE-
OHMS is able to provide a dispersive signal of the molecular transition
which can be used as an error signal. However, the realization of the
frequency comb laser shortly after made the need for secondary opti-
cal frequency standards less stringent as a direct conversion between
the existing primary standards in the RF domain and the optical do-
main was ensured. Despite its impressive sensitivity, the onset of the
frequency comb era combined with the relative technical complexity of
NICE-OHMS limited further progression and uptake within molecular
spectroscopy for some time.
The somewhat limited uptake is also due to the great success of cavity
ring-down spectroscopy (CRDS) [45], which is another leading technique
of cavity-enhanced spectroscopy. CRDS is an absolute workhorse within
molecular spectroscopy due to its relative simplicity and theoretically
nearly identical shot-noise limited performance as NICE-OHMS [54]. A
strong benefit of CRDS is that it directly measures the absolute ab-
sorbance of the molecular transition, which directly gives a measure of
its linestrength; a crucial parameter for most molecular studies. While
NICE-OHMS is capable of measuring the absorbance, it relies on several
instrumental parameters to retrieve the absolute absorbance. CRDS
is also better suited for Doppler-broadened spectroscopy compared to
NICE-OHMS, as some background noise reduction methods are less ef-
fective or impossible when measuring in wider frequency ranges with
NICE-OHMS [54].
A new period of increasing NICE-OHMS implementation started around
2006, when the group of Axner and co-workers started a series of ex-
periments which led to significant development on the technical aspects
of NICE-OHMS [55–59]. The Umea group benefitted from the devel-
opment of fiber technology [60–62], which significantly simplified the
realization of NICE-OHMS. The main focus was Doppler-broadened
spectroscopy, where the main goal was applying the sensitivity of NICE-
OHMS as a potential method for trace gas detection [63, 64]. Another
noteworthy example are the experiments in the group of McCall, where
an adaptation of NICE-OHMS was used called NICE-OHVMS. Here,
VM stands for velocity modulation, where ionic radicals were velocity
modulated inside a cavity using electric fields [65, 66]. Also, the im-
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2.2. NICE-OHMS principles

plementation of NICE-OHMS on trapped atoms is noteworthy [67]. All
these experiments show the versatility of NICE-OHMS.

NICE-OHMS mainly excels at Doppler-free saturation spectroscopy on
extremely weak rovibrational lines, the main target for the present stud-
ies in this Thesis. This is due to the fact that NICE-OHMS operates
continuously at constant intensity, which is a crucial aspect for non-
linear spectroscopy such as saturation spectroscopy. Moreover, since
the linewidths of saturated transitions are typically less than a MHz,
the dominating origin of noise within NICE-OHMS can be effectively
removed. This has also been supported by the studies so-far, as most im-
plementations of NICE-OHMS have been on saturated lineshapes with a
main focus on the development of frequency standards [68–71]. However,
none of these previously mentioned experiments were able of surpassing
the sensitivity achieved in the original realization in the group of J.L.
Hall, which shows the subtleties involved of implementing this method.
Despite the technical complexity and delicacy of the method involved,
we selected NICE-OHMS for our experiments of saturation spectroscopy
on extremely weak rovibrational lines, as it exhibits the best properties
for these anticipated measurements.

The remainder of this chapter will first give a general overview of NICE-
OHMS applied to saturation spectroscopy. Thereafter, the technical im-
plementation of NICE-OHMS within our experiment will be presented.
Here, all novelties used in our implementation will be discussed which
led to the record sensitivity to measure a quadrupole transition under
conditions of saturation.

2.2 NICE-OHMS principles

2.2.1 Frequency modulation spectroscopy formalism

As NICE-OHMS is essentially a successful combination of frequency
modulation spectroscopy (FMS) and cavity enhancement, it follows the
same formalism as FMS. FMS is a technique invented by Bjorklund [72],
which allowed shot-noise limited absorption sensitivity due to the noise-
immune characteristics of the heterodyne detection. Within FMS, the
electric field of the laser (the carrier at frequency νc) is modulated by a
frequency νmod, which results in the following description of the electric
field
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Ẽfm(νc, t) =
E0

2
êei[2πνct+β sin(2πνmodt)] + c.c. (2.1)

Here, E0 is the field amplitude, ê a vector representing the direction
of polarization, β the modulation index, a measure of the extent of
modulation imposed on a carrier signal, and c.c. the complex conjugate.
For the limit of small modulations (β ≤ 0.5), the modulated field mainly
consists of two sidebands next to the carrier, thus the previous equation
can be rewritten using only the first order sidebands as

Ẽfm(νc, t) =
E0

2
ê
[
J0(β) + J1(β)ei2πνmodt

−J1(β)e−i2πνmodt
]
ei2πνct + c.c.,

(2.2)

where J0(β) and J1(β) are the zeroth and first-order Bessel functions,
which describe the amplitude of carrier and sidebands respectively. This
essentially describes a frequency triplet, which consists of the carrier
wave with two balanced out-of-phase sidebands spaced at νmod. This
expression also shows that when no disturbance is present, the hetero-
dyne beat signals of the two individual sidebands with the carrier will
cancel each other. Thus, no signal is present when an absorber is absent.

The presence of a molecular absorber causes a disturbance to the bal-
anced triplet, of which the transmitted electric field can be described
as [58]

Ẽfm
T (νc, t) =

E0ϵ̂

2

[
T̂0(νc)J0(β) + T̂1(νc)J1(β)ei2πνmt

−T̃−1(νc)J1(β)e−i2πνmt
]
ei2πνct + c.c.

(2.3)

Here, T̃j(νc) = exp[−δj(νc)− iϕj(νc)] is the complex transmission func-
tion of the molecular absorber, in which δj(νc) and ϕj(νc) are the am-
plitude attenuation and the optical phase shift of the electric field at
frequency νj = νc + jνmod, where j = 0,±1, respectively. In the limit
of low absorption, the intensity of the modulated field contains a term
oscillating at the modulation frequency and can be written as
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ĨfmT (νd, t) = 2I0J0(β)J1(β)

× {[ϕ−1(νd)− 2ϕ0(νd) + ϕ1(νd)] sin(2πνmt)

+ [δ−1(νd)− δ1(νd)] cos(2πνmodt)} , (2.4)

where I0 is the intensity of the incident light before the molecular ab-
sorber. Here, also the detuning of the laser (νd) with respect to the
transition center (ν0) is introduced, thus νd = ν0 − νc. This equation
contains two different signal components differing in phase. The sine
term is called the in-phase component as it is in-phase with the applied
modulation. This term is proportional to the difference between the
phase shift experienced by the carrier and the average phase shift by
the sidebands. The cosine term, which is orthogonal in phase, is called
the out-of-phase component. This term is proportional to the difference
of the attenuation of the two sidebands. The final FMS signal can be
obtained by phase-sensitive demodulation by the modulation frequency
and results in a DC signal described by

SfmT (νd, θfm) = ηP0J0(β)J1(β)

× {[ϕ−1(νd)− 2ϕ0(νd) + ϕ1(νd)] cos θfm

+ [δ−1(νd)− δ1(νd)] sin θfm} , (2.5)

where θfm is the demodulation phase, η(V/W) is the photodetector
and amplifier responsivity, and P0 the total laser power incident on the
photodetector.

2.2.2 Cavity-enhanced saturation spectroscopy

Now in addition, we have a linear cavity that exhibits discrete resonance
modes. The mode spacing, or the free spectral range (FSR) is given by

νFSR =
c

2nLc
, (2.6)

where c is the speed of light, n the index of refraction, and Lc the cavity
resonator length. In order to couple in the generated frequency triplet
to perform FMS within the cavity, the modulation frequency must be
equal to the FSR (νmod = νFSR). If this primary condition for NICE-
OHMS is fulfilled, the cavity will provide additional enhancement to the
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signals acquired with FMS, which is defined by the enhancement factor
2F/π. Here, F is the finesse of the cavity which can be approximated
by

F ≈ πR−1/2

1−R
, (2.7)

where R is the reflectivity of the mirrors. This approximation is valid
for R >> 0.5 and when both mirrors have equal reflectivity. Thus
enhancement factors of up to or over 105 can be expected by modern
cavity mirrors.
NICE-OHMS can be used in both Doppler-broadened and sub-Doppler
spectroscopy, and studies have been executed in both domains. In our
studies, we will solely focus on sub-Doppler spectroscopy on a Doppler-
free Lamb dip obtained through saturation spectroscopy. Saturation
spectroscopy is well facilitated within linear enhancement cavities due
to the power enhancement inside a cavity and the perfectly overlapping
counter-propagating beams, excluding any residual first-order Doppler
effect.
Due to the allowable combinations of the carrier and sidebands, there
is a total of 9 combinations where two counter-propagating waves may
interact with the same velocity class of molecules. This results in a total
of 5 distinctive frequency locations at where sub-Doppler signals may
occur within NICE-OHMS [58], specifically at the frequency detunings
νd = 0,±νmod/2,±νmod. For the studies outlined in this Thesis we will
primarily focus on the main resonance located at νd = 0, corresponding
to carrier-carrier saturation. Except in the study of the H2 quadrupole
in Chapter 7 a different saturation scheme will be exploited, which will
be described in that specific chapter.
The consequence of only considering the central Lamb dip originating
from the carrier-carrier saturation is that only the in-phase dispersion
component of the carrier in Eq. (2.5) contributes to the NICE-OHMS
signal. If we now simplify this equation and also include the cavity
enhancement, we obtain a description of the NICE-OHMS signal for
carrier-carrier saturation which can be written as

SNO
T (νd, θfm) =

4F

π
ηP0J0(β)J1(β)ϕ0(νd) cos θfm (2.8)

Now ϕ0(νd) is the only term remaining, which is the optical phase
shift induced by the transition and describes to observed lineshape.
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Thus, NICE-OHMS is only capable of measuring the dispersion of a
sub-Doppler transition when considering saturation spectroscopy at the
center of the transition and results in a dispersive lineshape.

The observed lineshape within saturation spectroscopy is typically con-
structed of two individual resonances as the optical pumping involved in
saturation spectroscopy actually causes the formation of two Lamb dips,
the so-called recoil doublet. This will be further explained in Chapter
7. The formation of the recoil doublet has been observed in numerous
atomic experiments but only has been resolved in three experiments
within molecular systems, all in methane [73–75]. Ordinarily, the re-
coil doublet splitting is significantly smaller than the typical transition
linewidth in molecular spectroscopy, making it impossible to resolve.
However, the general consensus is that a recoil doublet of equal inten-
sity is present and that no recoil shift must be applied for saturated
lineshapes.

The typical linewidths experienced in cavity-enhanced saturation spec-
troscopy are mainly dictated by pressure broadening, power broadening,
and transit-time broadening [76]. The long lifetimes of the upper states
of these weak transitions are typically an insignificant contribution to
the linewidth. For sufficiently low power and pressure, the obtained
linewidth (FWHM) is mostly limited by the transit-time broadening
and is given by [77, 78]

∆νt =
1

4

v̂

w0
. (2.9)

Here, v̂ = (2kBT/M)1/2 is the most probable molecular velocity, and
w0 is the waist size radius of the cavity. For most typical systems, this
results in typical transit-time limited linewidths between 100 to 1000
kHz, depending on the temperature, molecular mass, and waist size.
While this is often a lower limit, some experiments (also in this Thesis)
have observed linewidths below the transit time under conditions of
extremely weak saturation [43].

All effects discussed contribute to homogeneous broadening, thus the ob-
served lineshape within NICE-OHMS when performing saturation spec-
troscopy is a dispersive Lorentzian.
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2.2.3 Wavelength modulation

In addition to the fast phase modulation at νmod = νFSR, a second
slower wavelength modulation can be applied to remove remaining low-
frequency noise and slow varying baseline drifts. This is particularly
effective within saturation spectroscopy, as the linewidths of interest are
significantly smaller than the expected baseline features, which will be
further discussed in subchapter 2.3.

Wavelength modulation within NICE-OHMS is typically implemented
by modulating the cavity length at a frequency (fwm) smaller than the
linewidth of the cavity. This additional modulation can be retrieved
within a lock-in amplifier after the high-frequency demodulation step of
the in-phase dispersion component at νmod. If the modulation ampli-
tude is well within the linewidth of interest to not significantly alter the
retrieved signal and lineshape, the action of the wavelength modulation
can be considered a derivative of the original lineshape, depending on
the selected order of demodulation (harmonic) (Fig. 2.1). Demodulation
within the lock-in can be done at any desired harmonic, which all have
their distinctive characteristics. The narrower lines at 3f can be used
for unraveling spectroscopic substructure as was shown for the case of
hyperfine structure in the H2

17O [79]. In the studies outlined in this
Thesis, only the 1f signal is used as it provides the best signal-to-noise
level for weak signals. The typical Lorentzian lineshape expected for the
1f demodulation is provided by

fdisp
1f (νd) =

4A[Γ2 − 4ν2d ]

[Γ2 + 4ν2d ]2
, (2.10)

where A is the amplitude of the signal and Γ the half-width of the
transition. In some literature, the addition of wavelength-modulation is
referred to as wm-NICE-OHMS, but we consider it an essential part of
NICE-OHMS and assume wavelength-modulation is always present. If
we refer to the NICE-OHMS signal in absence of wavelength-modulation
we refer to it as the direct NICE-OHMS signal.

2.2.4 Typical implementation of NICE-OHMS

NICE-OHMS requires laser locking to optical cavities, for which primar-
ily Pound-Drever-Hall (PDH) stabilization is used. The PDH technique
also works through phase-sensitive heterodyne detection, thus also re-
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Figure 2.1: The characteristic sub-Doppler signals of the central carrier-carrier satu-
ration within NICE-OHMS. The leftmost signal, S(ν), is the dispersive direct NICE-
OHMS signal, which typically follows a dispersive Lorentzian lineshape. The applied
wavelength modulation is visible in blue, which causes additional modulation of the
signal amplitude and allows derivative detection. Shown are the typical lineshapes
for the 1st, 2nd, and 3rd harmonic of detection. Typically the 1st harmonic (1f) is
used for most sub-Doppler spectroscopy studies in this Thesis.

quiring a pair of sidebands at frequency νPDH which falls typically in
the range 10 - 20 MHz. The applied modulation at νPDH in combina-
tion with the necessary modulation for the NICE-OHMS signal at νmod,
results in the formation of additional sidebands at the sum and differ-
ence frequencies at frequencies νmod ± νPDH. Thus, in total 4 pairs of
sidebands emerge next to the carrier (see Fig. 2.2).

Stabilizing the modulation frequency onto the FSR of the cavity can be
done through several methods. In the original realization by Ye et al.
a dither onto the modulation frequency νmod was applied to perform
derivative detection of the transmitted power after the cavity through
a lock-in amplifier to acquire an error signal. In later realizations of
NICE-OHMS the method derived by deVoe-Brewer (dVB) [80] was im-
plemented. Within this method a PDH-like error signal is generated for
the pair of NICE-OHMS sidebands with their respective cavity mode,
which can be used to feedback νmod. The error signal can be retrieved
at frequencies νmod ± νPDH, thus forming a beat signal with the NICE-
OHMS sidebands and either the closest or furthest spaced original PDH
sideband. Both the PDH and dVB error signals are retrieved in the
same photodetector in reflection.

An overview of a typical NICE-OHMS implementation is given in Fig. 2.2.
After both the carrier and sidebands are locked to the cavity through
the PDH and FSR stabilization (either through the dVB method or
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Figure 2.2: Schematic overview of a typical NICE-OHMS setup adapted from Axner
et al. [58]. Visible are the two applied modulations at νPDH and νmod, produced
within a single or two separate EOM stages. This results in a pair of sidebands
next to the carrier (light blue) from the modulation at νPDH and a pair of sidebands
at the adjacent cavity mode (yellow) from the modulation at νmod. In addition,
sidebands from the sum and difference frequencies at νmod ± νPDH are generated as
well (purple), which results in a total of 4 pairs of sidebands. The νPDH (blue) and
νmod ± νPDH (purple) sidebands will be reflected from the cavity and are used to
generate the necessary error signals to lock the carrier to its respective cavity mode
through the PDH locking technique and the two spectroscopy sidebands at νmod with
their respective cavity modes through the deVoe-Brewer technique. Next to the fast
phase modulation, a slow dither modulation (fwm) at one of the cavity mirrors to
perform wavelength modulation to allow derivative detection is often applied within
NICE-OHMS. A signal can be acquired by scanning the carrier through a molecular
resonance by tuning the cavity length. The NICE-OHMS signal is observed in trans-
mission of the cavity by phase-sensitive demodulation at νmod, and subsequentially
demodulation at fwm within a lock-in amplifier.

via an alternative solution), the requirements to perform FMS within
a cavity are fulfilled. The frequency triplet is detected in transmis-
sion by a high-speed photodetector, after typically first the signal is
demodulated at the high-frequency component (νmod), which provides
the direct NICE-OHMS signal. If a dither is applied to the piezo of the
cavity, the remaining wm-modulation on the direct NICE-OHMS signal
can subsequentially demodulated within a lock-in amplifier to obtain the
derivative signal(s), as shown in Fig. 2.1.
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2.3. Residual amplitude modulation

2.3 Residual amplitude modulation

2.3.1 Introduction

NICE-OHMS has extremely good noise suppression from any remaining
technical noise from the laser, as this is present as common mode mod-
ulation on the frequency triplet and thereby will be effectively canceled.
However, it is very susceptible to noise causing modulation of individ-
ual components on either carrier or one of the sidebands. This type of
noise is generally called residual amplitude modulation (RAM). RAM
is unwanted modulation or drift on the amplitude or phase balance of
the carrier or individual sidebands. As this directly affects the hetero-
dyne beat, RAM will directly cause an increase in background noise or
background signal drift.

The source of RAM can be anything that causes dispersion or frequency-
dependent attenuation, such as weak etalons, (anamolous) dispersion
and absorption by a secondary absorber in the beam path, and asym-
metric generation of the sidebands. As the EOM is the source of the
sidebands, it is both the starting point of potential RAM pick-up in the
remaining beam path and also one of the largest potential sources of
RAM. RAM can be created within the EOM by generating unbalanced
sidebands due to electric field asymmetry, to a polarization mismatch,
or through a formed etalon within the crystal itself. Especially in fiber
EOM’s the more limited control of the input polarization state and the
unavoidable etalons from perfectly aligned fiber interfaces is typically
noticeable [81].

2.3.2 RAM originating from the EOM

Several strategies have been developed to reduce or eliminate origins of
RAM within EOM’s, where a free-space EOM is preferred thanks to the
availability of AR coatings to avoid reflective crystal-to-fiber interfaces
in fiber EOM’s. Next to that, a free-space EOM allows a higher degree
of control of the polarization input state, to which an EOM is extremely
sensitive. Other strategies involved to reduce RAM are the use of an
angled back surface of the crystal to deflect the unwanted polarization
state [82], precise temperature control due to temperature sensitivity of
the crystal, and the use of an additional DC bias field on top of the
RF field [83]. Free-space EOM’s have an additional complexity as the
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larger-sized crystal requires an RF resonant circuitry to amplify the in-
put electric field to acquire sufficient modulation depth. This typically
means that an EOM can only operate at one distinctive modulation
frequency, requiring two separate EOM stages for both the PDH and
FSR sidebands within NICE-OHMS. This gives unwanted complexity
to the optical beam layout and gives rise to additional potential sources
of RAM. Therefore, we made use of a custom-built double resonant
EOM (QUBIG GmbH PMd-20/400L3-SWIR), which allowed simulta-
neous modulation of both the PDH and FSR sidebands in a singular
device. To counteract all potential sources of RAM, the EOM is also
outfitted with an AR coating, an angled output surface to deflect the
different polarization states, and precise temperature control.

2.3.3 Residual etalons causing RAM

The other dominant source of RAM is the formation of etalons in the
optical beam path, potentially caused by any optical element that re-
quires transmission [84]. The first approach is to reduce the amount of
transmissive surfaces after the EOM to a minimum. For example, the
necessary mode-matching stage requiring lenses can be put before the
EOM stage, or off-axis parabolic mirrors can be used. For the remaining
components, the effect of etalons can be significantly reduced by using
proper AR coatings and placing these components under a small angle
with respect to the laser beam to avoid overlap of the back reflection.
However, some components only allow a small angular tilt due to a lim-
ited acceptance angle or are required to be at normal incidence, such as
the EOM crystal entrance surface and cavity mirrors. The first strategy
to significantly dampen the amplitude of these etalons is by the use of
optical isolators within the path of the present etalon, which effectively
breaks up these etalons. However, an optical isolator exhibits multi-
ple transmissive surfaces for its operation and thus can be a potential
source of a new weaker etalon. Thus ultimately some level of etalons
will be present within the setup, for which multiple strategies can be
implemented to reduce its resulting effect.

Already in the early studies by the group of Bjorklund it was discovered
that modulating at a specific frequency significantly reduced the effect
of present etalons by matching the modulation frequency to the FSR of
the present etalon [85]. However, within NICE-OHMS the modulation
frequency is determined by the FSR of the enhancement cavity, thus
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Figure 2.3: Effect of weak etalons present in the setup on the modulated sidebands,
causing residual amplitude modulation. Shown in red is an etalon with an FSR at
0.75×νmod, which causes different modulation of each individual frequency component
when the etalon starts drifting. Shown in blue is an etalon with an FSR at exactly
νmod, the etalon immune distance, and causes merely common mode modulation of
the carrier and νmod sidebands. However, some level of modulation from etalons will
always remain on the νPDH and νmod ± νPDH sidebands.

optimization of the modulation frequency is not possible. This led to
the concept of etalon immune distances, where the component spacing is
matched to an integer value of the cavity length and thus the modulation
frequency [86]. The etalon immune distance is defined by LEID = q ·Lcav,
where q is an integer and Lcav is the cavity length. When the component
spacing is equal to the etalon immune distance, the modulation of the
etalon will be present as common mode modulation of the triplet (see
Fig. 2.3). The study of Ehlers et al. [86] showed that optimizing the
spacing between the output cavity mirror and measurement photodi-
ode resulted in almost an order of magnitude improvement of detection
sensitivity through the reduction of drifting background signal from the
resulting etalon. This shows the sensitivity and delicacy involved of
protecting the modulated triplet of any unwanted disturbance.

While the use of these previous strategies will significantly reduce both
the peak-to-peak amplitude of the etalons and its resulting effect on
the NICE-OHMS triplet, some level of residual etalons will remain as
exact etalon immune distances of all optical interfaces are impossible to
achieve. Fortunately, the usual implemented wavelength modulation for
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the derivative detection is very effective to further reduce the effect of
these remaining etalons when performing saturation spectroscopy. This
is due to the fact that the expected etalon FSR is typically on the order of
over 100 MHz, depending on the component spacing, while the expected
linewidths of saturated transitions are typically sub-MHz. Therefore,
the weak and nearly linear slope in the measurement range of interest
mostly contributes to a constant offset in the signal. However, etalons
typically drift in time which will cause either a varying constant baseline
or higher order quadratic baseline, depending on the measurement speed
and etalon drift. Thus further reduction of the effect of the remaining
etalons is warranted when long averaging near the shot-noise limit is
desired.

Reduction of the impact of the residual etalons can be achieved by re-
ducing the driftrate of the etalons through thermal stabilization and
insulation to reduce higher-order effects on the baseline of the measured
signal. However, even for slow drifts, the background signal will still
experience the same peak-to-peak variation as the amplitude and maxi-
mum slope of the sinusoidal fringe will remain similar. The peak-to-peak
amplitude variation of the baseline is determined by the maximum slope
of the etalon, which is halfway at either side of the fringe and is spaced
by half its respective FSR. This means that for any etalon of any size,
the maximum peak-to-peak variation is obtained by a length drift of half
the operating wavelength of the laser. Thus stabilization of the etalon
length to less than half a wavelength variation will start to lead to re-
duction of the peak-to-peak amplitude of the baseline variation, but the
resulting effect of this stabilization depends on the absolute frequency
location of the etalon in question.

2.3.4 Methods of reducing impact of etalons

Let us consider the worst-case scenario for the dispersion mode of mea-
surement, which is at the top of the etalon fringe. Here, the derivative
of the phase change experiences the maximum slope also assume we
can stabilize well within a single fringe width. We can make a first-
order Taylor expansion of the nearly sinusoidal etalon with a certain
amplitude A. This expansion results in A∆x, where ∆x is the resulting
peak-to-peak length drift. The dominant origin of length drift is the
temperature variation and its resulting effect on the thermal expansion
of the breadboard on which the optical components are mounted. Thus if
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Figure 2.4: Top view of the first box at the incident side of the cavity. All relevant RF
electronics for post-processing (filtering and downconversion) are situated underneath
the breadboard. The yellow line follows the optical beam path starting from the fiber
collimator (bottom right) and ending at the entrance window to the cavity (top
left). Highlighted are the two optical isolators (ISO1 and ISO2), the EOM, and two
photodiodes (PD1 and PD2).

we solely consider thermal expansion as the origin, then ∆x = LELα∆T ,
where LEL is the etalon length, α the thermal expansion coefficient, and
∆T the maximum temperature variation. From this, we can directly
see that the impact of thermal drift increases proportionally with the
etalon length. This also holds for residual effects of etalons at the etalon
immune distance, where the etalon length is multiple cavity lengths. For
our experiment we use an aluminum breadboard (α = 23× 10−6 K−1),
and an anticipated lower wavelength of around 1200 nm for the H2 ex-
periment. This translates to a 26 mK ·m upper limit, where the effect
of a residual etalon at a single etalon immune distance will be stabilized
at half its respective FSR, thus from whereon the baseline signal varia-
tion will decrease. For the purpose of avoiding temperature-dependent
etalonning leading to RAM all the optics at the input side before the
cavity were built inside a temprature-stabilized box that was also flushed
with dry nitrogen (see Fig. 2.4).

Another approach to reduce the effect of etalons is by modulating its
path length, which results in scrambling their disturbance. This has al-
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ready been studied by using Brewster-plate spoilers [87] and later found
application within a NICE-OHMS experiment [66]. Here, Brewster-
angled glass plates were mounted on galvos and provided a continuous
modulation of the path length. While this method was effective in re-
moving the etalon modulation for wider frequency scans as in our study,
it must be noted that scrambling at a random length through a sinu-
soidal modulation will not fully remove baseline drifts. To effectively
remove the baseline drift, the etalon effect must be completely averaged
out, independently of the absolute frequency location of the etalon fringe
and thus independent of drifts. This is achieved with a linear pathlength
modulation at an integer value of the FSR of the etalon in question, with
a modulation frequency higher than the averaging time of the experi-
ment. Thus modulation with a triangular or sawtooth pattern at an in-
teger value of the operating wavelength is required. In principle, this can
be achieved through accurate modulation of the Brewster-spoiler plates,
or piezo-activated mirrors under a small angle of incidence. However,
in both examples, careful calibration must be performed to modulate
exactly at the correct amplitude and with sufficient linearity, as oth-
erwise its effect might be limited. Furthermore, such active elements
might disturb the pointing stability of the laser beam and cause a power
modulation of the cavity round-trip power. We have included several
piezo-activated mirrors within the optical beam path to dither remaining
etalons, but those were not used as the other RAM suppression methods
worked sufficiently.
Besides the etalons, the presence of molecular transitions in the atmo-
spheric composition within the optical beam path is also a potential
source of wavelength-dependent absorption and dispersion. Water is
the most dominant molecule within standard atmospheric air as it ex-
hibits a rich structure of transitions in the IR range, especially near the
expected transitions for the HD overtone study in Chapters 4, 5, and
6. Therefore, flushing the entire beam path with an inert gas such as
dry nitrogen gas is a necessity at some wavelength regions to flush out
all water vapor to insignificant levels. Ultimately, some level of pres-
sure control of the atmospheric optical beam path could be realized to
further stabilize the effective path length of the remaining etalons.
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2.3.5 Independent RAM measurement

The direct measurement of RAM is another approach that can help un-
derstand or reduce the effect. This can be implemented by adding a
third photodiode that samples the frequency triplet just before it enters
the cavity, which allows determining the level of RAM acquired until
that point. This RAM sampling photodiode has been implemented suc-
cessfully [83], where it provides feedback to the temperature or DC bias
field of the EOM. Also sometimes the photodiode in reflection can con-
tain useful information, which can be used for post-processing of the
signal [88]. In our setup, we use the third photodiode only passively
to monitor the RAM of the sidebands and minimize their amplitude by
tuning the EOM temperature.

The effect of RAM can also be partially removed during post-processing
of the signal. As long as the variation of RAM is slow, it typically enters
the first-derivative signal as either a constant baseline or a very shallow
slope. Removal of a slope from the scan window is typically warranted
if the scan range is sufficiently large to allow accurate determination of
the present slope and baseline. An example of the effect of baseline drift
removal is shown in Fig. 2.7.

Ultimately, some level of RAM on one of the 9 frequency components
(8 sidebands and carrier) is unavoidable as simultaneous etalon immune
distances for all sidebands are impossible to achieve (Fig. 2.3). However,
the consequence of RAM on each sideband pair will be different. In this
section, we mostly discussed the consequence of RAM on the NICE-
OHMS sidebands at νmod and its effect on the signal, but RAM on the
PDH and dVB sidebands can also lead to indirect signal distortions as
it causes lock points to drift. The effect of the PDH setpoint drift will
be discussed in Chapter 2.6.

2.4 Laser source and optical beampath

The laser sources used in this experiment are all diode lasers from Top-
tica. The two lasers used for the HD and HT experiment are DL Pro
systems, and for the H2 experiment we make use of a TA (tapered
amplifier) Pro system, delivering much higher output powers. While
diode lasers are broadband in their nature, they allow extremely fast
feedback on their current making locking and stabilizing to high finesse
cavities possible. For the feedback and locking we make use of a fast
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PID controller (Toptica FALC110) and a modified PDH module (Top-
tica PD110), which involves an external referenced oscillator with digital
phase control.
All lasers are outfitted with a double-stage optical isolator, providing
around 60 dB of isolation. The lasers are fiber coupled into a polarization
maintaining (PM) fiber, which provides mechanical decoupling of the
laser with the setup and spatial mode cleaning of the diode laser beam.
A small portion of the light is split off in the fiber, which is used for
frequency calibration with a wavemeter (coarse) and frequency comb
laser (for high accuracy). The main fiber runs inside a hermetically
sealed box, where the fiber is terminated at a collimator.
The remainder of the optical beam path (for its layout see Fig. 2.5) is
free-space and is housed in two hermetically shielded thick-walled alu-
minum boxes, one at the incident side of the vacuum chamber housing
the cavity, and one at the transmission side. These boxes are temper-
ature stabilized through a temperature controller (SRS PTC10) at an
elevated temperature of 26 ◦C through resistive heating and additionally
insulated with styrofoam to further dampen the influence of the varying
lab temperature. This provides a constant temperature environment
and atmosphere within the box (see Fig. 2.4). Hermetic sealing is ac-
quired by having all electronic connections terminated at the box panel
with sealed connectors and the removable box panels are outlined with
a groove for sealing with a rubber cord. This allows efficient removal
of all water vapor through a small dry nitrogen purge. In theory, even
active pressure stabilization of the boxes should be possible but was not
implemented in this study.
Within each box, an elevated breadboard for the optical components is
mounted. This breadboard is thermally decoupled from the box walls,
while having strong mechanical coupling and reference to its environ-
ment. A second stage of temperature stabilization is implemented on
this breadboard by resistive heating at a slightly elevated temperature
with respect to the box at 27 ◦C through a heating film over the entire
bottom surface of the breadboard. The in-loop Pt100 temperature sen-
sor on the breadboard shows a remarkable stability of below 1 mK. When
combining this with the thermal expansion coefficient of aluminum, we
see that the expected peak-to-peak modulation of one etalon immune
distance (37 cm) is around 1%, effectively freezing any formed etalon in
place. Another advantage of these modular boxes is that maintenance or
modification to the cavity is vastly simplified by removing the entire box
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Figure 2.5: Schematic representation of the optical beamline with all relevant optical
components. Beam steering mirrors are absent in this overview. ISO is optical
isolator, GT is Glan-Taylor prism, FR is Faraday rotator, PBS is polarizing beam
splitter cube, NDF is neutral density filter, BS is beam sampler, PD is photodiode
and LEID is etalon immune distance. The tilted windows on the box/vacuum chamber
interface are the vacuum chamber windows. All windows are wedged and all surfaces
have AR coatings, except for the frontside of the beamsampler window.
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from the experiment. This avoids removing optical elements to acquire
access to the cavity and thereby only requires minimal realignment after
repositioning the box by positional reference points.
After the fiber is terminated in the fiber coupler on the breadboard
the beamline first passes through the mode-matching stage, which can
be conveniently positioned before the free-space EOM to avoid unnec-
essary etalon effects. Mode matching is performed by using a pair of
spherical lenses to focus the beam to the waist size in the cavity for op-
timum incoupling efficiency. After the mode matching the beam passes
through a tunable half-waveplate and the first home-built optical isola-
tor, where the half-waveplate is used for laser power adjustment. The
optical isolator consists of two Glan-Taylor polarizers (Thorlabs GT5-
A) and an interchangeable Faraday rotator (Thorlabs IxxxxR5 series)
depending on the used wavelength. All components of the optical isola-
tor are positioned under a small angle to avoid the formation of etalons.
The second Glan-Taylor polarizer is aligned at perfect horizontal po-
larization to match the required polarization input state of the EOM,
which directly comes after this optical isolator. The free-space EOM is
mounted on a Peltier element with a thermally decoupled heatsink from
the breadboard to allow fine control of the EOM temperature without
disturbing the thermal stability of the breadboard. After the EOM a
second home-built optical isolator is placed. This isolator is responsible
for breaking the otherwise unavoidable etalon between the EOM and
cavity mirror and deflecting the reflection from the cavity for detec-
tion on a photodiode (PD2) for the necessary PDH and deVoe-Brewer
locking.
This homebuilt ’double-stage isolator’ consists of a Faraday rotator, po-
larizing beam splitter cube, a second Faraday rotator and a Glan-Taylor
polarizer. Here, the first isolation stage is formed by the EOM crystal,
the Faraday rotator and polarizing beam splitter cube. Since the EOM
crystal is birefringent and has an angled output surface, it will deflect
the orthogonal (vertical) polarization component and effectively act as a
polarizer. The normal incidence surface of the EOM is positioned at one
etalon immune distance with the Faraday rotator, further reducing the
effect of any possible etalons. The second stage of the isolator is formed
by the PBS, second Faraday rotator and Glan-Taylor polarizer. The
PBS at a fixed 45◦ angle is used to deflect the reflection from the cavity
sideways from the optical isolator. All components are under a small
angle with respect to the beamline to avoid the formation of etalons.
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After the second isolator, the laser beam enters the main vacuum cham-
ber through an angled vacuum window, which is a wedged beam sampler.
This is to create a sampling beam for a photodiode (PD1) to measure
the power level incident on the cavity and any RAM present on the side-
bands before entering the cavity. The main portion of the beam that
entered the vacuum chamber first passes through the angled and wedged
vacuum window of the cavity before hitting the cavity mirror.
Light in transmission of the cavity exits in a similar fashion by first
passing the cavity window and then the vacuum chamber window before
entering the second box at the other side of the experiment. This box
only houses an optical attenuator to adjust the power to not exceed the
damage threshold of the photodiode and the detection photodiode stage
(PD3).
The three photodetectors in this experiment (New Focus 1611FS-AC)
are modified by removal of the ball cap lens in front of the photodi-
ode chip, as the photodiode and lens can be a significant source of an
etalon [86]. The laser beam is focused using an off-axis parabolic mirror
onto the photodiode under an angle of 22.5◦ to avoid any back reflection
and potential formation of etalons. The focus of the beam is designed
to be significantly smaller than the photodiode diameter of 0.1 mm to
properly sample the entire cross-section of the beam. Accurate tuning
of the generated focus from the off-axis parabolic mirror with respect
to the photodiode chip is achieved by having the photodetector on a
translation stage to position the photodiode exactly at the focus. The
photodetector has two separate amplification stages; a DC output (DC
- 20 kHz), for separate power monitoring and observations of slow mod-
ulations, and an AC output (30 kHz - 1 GHz), for the high-frequency
signals.
Unfortunately, not all optical elements requiring transmission can be
positioned at an etalon immune distance with respect to each-other.
However, only the EOM input surface and cavity mirror are at an un-
avoidable normal incidence angle, while all other components accept
some level of angular tilt. Within the optical isolators, the Faraday ro-
tator is the key component where an etalon is broken due to the rotation
in polarization. As the Faraday rotator also has the smallest acceptance
angle compared to the other components used in the isolators, it is also
put at an etalon immune distance with respect to the other normal in-
cidence surfaces. This means the formation of three possible etalons at
the etalon immune distance (see Fig. 2.5). The first etalon of one cavity
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length distance is formed between the Faraday rotator of the first optical
isolator and the front surface of the EOM crystal. The second etalon
of one cavity length distance is formed between the front surface of the
EOM crystal and the first Faraday rotator of the second isolator. The
third etalon of two times the cavity length is formed between the sec-
ond Faraday rotator of the second optical isolator and the cavity mirror
surface.

2.5 Parallel demodulation through a
high-speed digital lock-in amplifier

In most realizations of NICE-OHMS for saturation spectroscopy, a sec-
ond layer of modulation is applied through dithering of the cavity length
as this is a very effective method of significantly reducing the effects of
RAM, as explained in the previous subchapters. However, these two
layers of modulation also require two demodulation steps to recover the
desired signal. This is typically approached by two-step demodulation
in series (so-called tandem demodulation), by first analog demodulation
of the high-frequency component and subsequentially demodulation of
the low-frequency dither in a lock-in amplifier. The complexity of this
approach is that one needs to optimize two phases independently to ac-
quire the desired signal. In the first demodulation step, one needs to
select the correct phase for either demodulating at the absorption or
dispersion phase. This process can be a burden if not all signal channels
are available simultaneously. Secondly, the first high-frequency demod-
ulation step typically occurs in an analog mixer, which have known
imperfections. To obtain both the absorption and dispersion phase si-
multaneously, one could use a so-called I-Q (in-phase and quadrature)
mixer, which exhibits a 90◦ phase relationship in the two output chan-
nels. However, this orthogonality is not perfect and some leakage of
both channels will occur.

In our experiment, we make use of a high-speed digital lock-in amplifier
(Zurich Instruments HF2LI, 50 MHz bandwidth). As the 50 MHz band-
width is insufficient to directly provide modulation and demodulation
at the required νmod = νFSR ≈ 404 MHz frequency, we use an additional
up and down conversion step within RF mixers with a local oscillator
(Siglent SSG3021X) at frequency νLO = 374 MHz. Thus the modula-
tion starts at the lock-in amplifier at frequency ν∆ = 30 MHz, which is
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first upconverted in a mixer by the local oscillator resulting in sum and
difference frequencies νLO ± ν∆. Here, the sum of 404 MHz is selected
using bandpass filtering and used to drive the EOM. The obtained sig-
nals in the photodiodes are first downconverted in a similar fashion by
mixing the signal components with the local oscillator. This results in
frequencies νmod ± νLO, where ν∆ results from the difference frequency
and can be straightforwardly selected and filtered. As the same local
oscillator is used for both up and downconversion, the phase relation-
ship of this oscillator drops out and both the absorption and dispersion
phase of measurement are maintained on the remaining signal without
requiring a more complex I-Q mixer. The necessary feedback to the νmod

frequency to match the FSR of the cavity can be conveniently applied
to the local oscillator frequency, which maintains a constant frequency
ν∆ within the digital lock-in amplifier.
Both NICE-OHMS signal modulations are available within the lock-in
amplifier at frequencies ν∆ and fwm. The HF2LI-MOD option within the
lock-in amplifier provides direct demodulation of a ’sideband’ (the dither
in this experiment) next to an original ’carrier’ (the direct NICE-OHMS
signal present at ν∆), thus demodulation of both frequencies in a single
step. The benefit is that this only requires a single phase to optimize,
and the perfect 90◦ balanced digital mixer provides direct signal outputs
of both the absorption and dispersion phase of measurement. Due to
the multiple channels available within the HF2LI-MOD module, it allows
simultaneous observation and recording of the direct NICE-OHMS signal
and two different harmonics of the derivative detection, for example the
first and second.
The other novelty implemented concerns the retrieval of the dVB error
signal in a slightly alternative scheme. Traditionally, this signal is ac-
quired by phase-sensitive demodulation at either frequency νmod±νPDH

which requires first the generation of said frequency using a mixer and
narrow bandpass filter to select a single frequency component. This
’traditional’ scheme was also implemented in our original NICE-OHMS
realization in Chapter 4. In our updated scheme using the digital lock-in,
we can obtain both dVB frequency components within the bandwidth
range of the lock-in as the relevant dVB signal components are at fre-
quencies νmod ± νPDH − νLO = ν∆ ± νPDH after the downconversion.
For the typical νPDH frequency of 20 MHz, this results in dVB signal
components at either 10 or 50 MHz within the lock-in amplifier environ-
ment. However, as the original PDH driving frequency is not originating
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Figure 2.6: Schematic representation of the complete NICE-OHMS setup including
all relevant electronic components, such as the double resonant EOM and enhance-
ment cavity. Clearly outlined is the implementation of the digital lock-in amplifier,
which forms the center of the NICE-OHMS experiment as it controls multiple PID
loops, drives the piezo stages, and handles nearly all phase-sensitive demodulations
necessary within the experiment. Outlined at the left bottom part is the frequency
locking and calibration stage, consisting of a stabilized frequency comb with our in-
house cesium frequency standard.

from the lock-in, both the lock-in amplifier and PDH frequency gener-
ator should be phase locked to the same 10 MHz reference to ensure a
constant phase relationship. If this is ensured, the dVB error signal can
be retrieved at either demodulation at 10 or 50 MHz within the lock-in
amplifier. The internal PID controller within the HF2LI can be conve-
niently used to apply feedback to the local oscillator frequency νLO to
lock the sidebands to their respective modes.

The last implemented method is to simultaniously observe the PDH er-
ror signal used for locking the laser in parallel within the lock-in ampli-
fier. As this frequency is already within the bandwidth of the lock-in am-
plifier, it is added again into the signal input after the down-conversion
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stage. Thus in total 4 RF signals of interest can be retrieved from PD2:
The direct NICE-OHMS signal in reflection, the two dVB error signals,
and the PDH error signal. This signal is used to monitor whether a PDH
setpoint offset occurs within the laser PID controller, which can lead to
additional signal distortion and increased noise levels. This subject will
be discussed in the next subchapter.

The entire logical measurement layout including all modulation and de-
modulation equipment, locking electronics, optical components, lasers
and frequency referencing, and lock-in detector are displayed in Fig. 2.6.

2.6 Active PDH setpoint stabilization

The laser, or carrier wave, is locked to the cavity through PDH stabi-
lization. The obtained PDH error signal often exhibits some level of
offset, which if uncorrected will result in an offset of the carrier with
the respective cavity mode it is locked onto. A small offset of the lock-
point with respect to the peak of the cavity mode has little influence for
most applications, as long as this offset remains constant. In the case of
NICE-OHMS, all three present fields (the carrier and both modulated
sidebands) are simultaneously shifted with respect to their respective
cavity mode if a PDH offset is present. This results in an asymmet-
ric situation, where each individual field will experience both amplitude
and phase shift from the cavity, which can have significant consequences
on both noise and lineshape asymmetry leading to a potential frequency
shift due to fitting errors [89].

While at first glance a PDH offset induces only a common mode shift
on both the carrier and sidebands, it does bring additional sensitivity
to intensity and frequency noise from both the laser and cavity which is
not present when the triplet is locked to the center of the cavity modes.
In addition, a secondary offset present in the deVoe-Brewer stabilization
will only further increase the asymmetry of the triplet balance thereby
increasing potential sensitivity to external noise sources. The effect is
that the noise floor in NICE-OHMS is significantly degraded when the
PDH offset is not optimized to the center of the fringe, which is demon-
strated in our noise and stability measurements (Fig. 2.7). This shows
that while NICE-OHMS is immune to technical noise in the first order,
there can be a secondary effect where this noise can couple into the
observations. Already in the first studies of NICE-OHMS it was ob-
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served that a bad laser lock degraded the signal to noise of the acquired
signals [43].
The unavoidable anomalous dispersion when scanning a molecular tran-
sition again further complicates the problem, as this will result in an
effective change of the FSR locally. Its resulting effect on the NICE-
OHMS signal and lineshape has been theoretically investigated in the
situation of no present PDH offset by Schmidt et al. [90] for the Doppler
broadened situation, but can be readily extended to the sub-Doppler
condition. This shows that the obtained lineshape is symmetric in case
a PDH offset is absent. While no generalization was performed for the
situation with PDH offset, its effect can be readily observed as this
directly influences the symmetry of the sidebands which then become
wavelength-dependent due to the anomalous dispersion. The effect of a
PDH offset on the symmetry of an obtained sub-Doppler lineshape has
been observed by Hua et al. [89], where different settings of the PDH off-
set resulted in asymmetric lineshapes resulting in significant deviations
of the fitted transition frequency.
Manual optimization of the PDH offset is possible by the traditional
methods of symmetrization of the PDH error signal, or otherwise through
maximizing the power transmission of the laser through the cavity. Cal-
ibration to a known symmetric transition is also a possibility for further
fine adjustment. The most convenient method is minimizing the resid-
ual noise band of the NICE-OHMS signal, which corresponds with the
most symmetric locking situation. However, it was found that the PDH
offset drifts both in laser frequency when scanning a transition and time.
This is partially due to the fundamental nature of NICE-OHMS, as it
exhibits a total of 8 sidebands and thereby has 3 competing heterodyne
signals at the PDH frequency; one pair of sidebands from the first-order
modulation surrounding the carrier for the PDH stabilization, and two
pairs of sidebands from the second-order modulation surrounding the
spectroscopy sidebands (see Fig. 2.2). This makes it more prone to dis-
turbances such as RAM caused by etalons, as each individual pair of
sidebands has influence on the PDH error signal. The effect of scanning
the cavity and laser will in turn change the cavity FSR, which in turn
changes the DeVoe-Brewer lock, which affects the balance of the second-
order sidebands, potentially causing a PDH offset. This all shows that
the noise-immunity of NICE-OHMS is significantly degraded when the
delicate balance of the sidebands with their respective cavity modes is
disturbed.
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However, the most notable cause of a drifting PDH offset was the inter-
nal competition within the laser PID controller between the unlimited
integrator acting on the piezo of the laser and the high-bandwidth loop
acting on the current of the laser. This was observed through a drift
of the PDH signal within the lock-in amplifier when scanning the ex-
periment in frequency. For this purpose, we implemented an additional
feedback loop by adjusting the PDH setpoint value to maintain a con-
stant PDH error signal offset. This was implemented within the lock-in
amplifier by first manually optimizing the PDH setpoint and subsequen-
tially locking to its respective PDH offset point through the internal PID
controller, acting on the 2nd input of the FALC110 PID controller of the
laser. This ensures a more stable configuration, where locking drifts over
time are canceled. Unfortunately, slowly drifting etalons will still cause
RAM on the PDH signal resulting in slow drifts over time, requiring
manual optimization from time to time.

Figure 2.7: Allan deviation of the 1f signal component with an empty cavity for
both optimum configured PDH offset conditions (yellow and green) and an induced
PDH setpoint offset (red). The pure recorded shot-noise of the system is shown in
blue. A logarithmic trend is added for clarity. The initial deviation before 10 seconds
below the logarithmic trend is an artifact of the low-pass filtering present in the
lock-in amplifier. These results show that the noise of the running experiment under
optimum conditions is only 40% above the shot-noise limitation. After roughly an
hour of averaging drift takes over and degrades the sensitivity for longer averaging
times. The effect of removal of a linear background slope is shown in green, which is
valid as a method of post-processing of the signal data. It is also clear that an offset
in the PDH setpoint degrades the noise floor of the experiment.
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The performance of the NICE-OHMS spectrometer was assessed by
recording the 1f signal of an empty cavity over an extended period
of time in optimized PDH setpoint condition. As a comparison, also the
pure photon-shotnoise was recorded. This was obtained by switching off
the sidebands and demodulating the signal at a small offset of 10 kHz
with respect to the actual FSR to avoid recording a heterodyne signal
of residual photons in the neighboring cavity modes next to the car-
rier. As an additional comparison a 1f signal recording with an induced
PDH setpoint offset was also recorded. From these signals, an Allan
deviation plot could be generated to assess the noise stability over time
(Fig. 2.7). From this result we can observe that the performance is only
40% above the directly measured photon shot-noise floor for extended
periods of time, proving its extreme sensitivity. After around an hour
of averaging, the background drift of the signal due to RAM starts to
dominate, degrading its sensitivity. As the drift is monstly linear and
slow, the 1f signal can be post-processed by removal of a linear slope,
which effectively removes all effects of the present RAM.

2.7 Frequency comb referencing

Our approach is to benefit from the good short-term stability of the
enhancement-cavity, which is specifically designed to have low frequency
drift and narrow linewidth. This allows the laser to be stabilized onto the
enhancement cavity and only slow longterm drift needs to be cancelled,
omitting more complicated high-bandwidth loops with external stable
references. Effects of instantaneous broadening from fiber noise are also
mitigated in this scheme due to the low bandwidth and long averaging.

We opted for a frequency lock by stabilizing the beatnote frequency with
the frequency comb instead of a more common phase lock. This is due
to the fact that the applied dither of the cavity length at 395 Hz has
a peak-to-peak amplitude of up to several 100 kHz, which complicates
a phase lock due to the need for a large phase capture range for the
necessary phase unwrapping. A counter lock can mitigate this problem
due to the nature of having a discrete gate timing. By adjusting the
gate time to an integer period of the applied dither period, the influence
of the dither drops out.

The used frequency comb laser (Menlo Systems FC1500-250-WG) is ref-
erenced to our in-house cesium clock (Microsemi CSIII), which is in turn
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long-term monitored though GPS. This sequence can provide absolute
frequency calibration down to 10−13 in the optical domain after sufficient
averaging. The beatnote is acquired by first transporting the comblight
to the NICE-OHMS setup through a 80m fiber, where a beatnote is
generated by the overlap of the spectroscopy laser and the frequency
comb light and measured using a photodiode. The beatnote is first
upconverted to 332 MHz by a local oscillator (νscan), where a narrow
band-pass filter is applied. This trick significantly increases the usable
bandwidth of the frequency comb, where a stable lock can be formed for
beatnotes between 5 to 110 MHz and thereby using up to 85% of the
usable comb space without needing to alter frequency comb parameters.
This allows continuous tuning within the locking range by adjusting the
νscan frequency.
A digital feedbackloop is implemented on the lab computer which runs a
PID algorithm to provide feedback on the piezo of the cavity. Currently
the main limitation is the short term stability of the used frequency
comb, which is around 5 to 10 kHz in the optical domain. In principle
a modern low-noise frequency comb, which is phase locked to an ultra-
stable Hz laser, will provide a direct comparisson of the NICE-OHMS
cavity with such a stable optical reference. In potential this will allow
stabilization to the Hz level, bringing a further advanced stage of ultra-
high resolution and precision spectroscopy in reach.

37





CHAPTER 3
Vibration insensitive

cryogenic cavity design for
cavity-enhanced saturation

spectroscopy

3.1 Introduction

Linear optical resonant enhancement cavities have revolutionized the
field of molecular spectroscopy by enabling high-precision and high-
resolution spectroscopy of weak rovibrational transitions. This can be
primarily attributed to the direct enhancement of the effective optical
path length within these cavities, leading to a substantial increase in in-
teraction length and thus sensitivity. In addition, the enhancement leads
to power amplification of the counterpropagating beams, which can facil-
itate saturation spectroscopy and thereby the generation of Doppler-free
Lamb dips. As a result, the generation of Doppler-free Lamb dips be-
comes possible, even for very weak nearly forbidden transitions, thus
providing a valuable tool for achieving high precision and resolution in
spectroscopy.

Enhancement cavities directly benefited from the ongoing advancement
in materials science on better quality mirrors, currently allowing en-
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hancement ratios of over five orders of magnitude. Although better mir-
rors will provide a continuing path of improvement in the future, other
advances have primarily focused on reducing detection noise levels by
employing specific measurement techniques within these enhancement
cavities.
Besides these technical advancements focusing on lowering the level of
the noise-equivalent absorption, the search for even more accurate and
sensitive experiments have also led to cryo-cooled enhancement cavities.
Cryo-cooling does not directly alter the experimental sensitivity itself,
but it mainly works by manipulating the molecular species of interest.
The main effect is reducing the mean velocity of the molecules thereby
reducing the Doppler width and enhancing the population of orthogonal
flying molecules, which directly benefits saturation spectroscopy. The
reduced speed also increases the transit time through the cavity laser
mode, potentially providing narrower linewidths, while it also increases
the level of saturation of extremely weak resonances. Cooling also re-
duces the pressure for a fixed density and thus collisional broadening.
Moreover, rotational state redistribution at low temperature gives an in-
crease of the lower rotational state population and effectively increases
the density of these states. This multitude of advantages led multiple
groups during the last decade to develop cryogenic systems despite the
challenging engineering of building a cavity which is compatible with
cryogenic temperatures and combining a stable cavity with the inherent
vibrations of a cryocooler [28, 91, 92].
Cavities can essentially be characterized into two classes: ultra-stable,
fixed-length (non-tunable) cavities, primarily used within the field of
ultra-stable lasers and optical clocks, and length-tunable cavities, which
operate and enhance at a specific operating frequency. The ability to
scan a resonance of interest in spectroscopy necessitates tuning of the
absolute frequency, hence the need for tunable cavities. Typically, these
tunable cavities are actively length-stabilized through a feedback loop by
referencing to an external frequency standard. This reference to an ab-
solute frequency standard allows scannable measurements of molecular
transitions. The feedback loop also allows for less stringent require-
ments on both the short and long-term length stability of the design, as
it can cancel out these drifts. However, when the linewidths of the res-
onances of interest approach the short-term stability of the cavity, the
lineshape can be artificially broadened due to the limited short-term
stability of either the cavity itself or the reference. This issue can be ad-
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dressed by employing more advanced feedback involving high bandwidth
phase-locked loops and fiber link stabilization to reduce instantaneous
broadening, but it can be challenging to construct and adds complex-
ity to the whole system. An alternative approach is by designing a
cavity with superior short-term stability, which drastically reduces the
need of fast complex stabilization schemes as only the long term drift
needs to be controlled with a low bandwidth loop. While the design
of a tunable highly-stable cryo-cooled cavity introduces a certain level
of complexity in itself, many design aspects have already been success-
fully developed in the ultra-stable cavity community and can be readily
implemented [93–98].
In the following sections of this chapter, we delve into the intricate pro-
cess of designing a highly-stable, cryogenically-cooled cavity for the satu-
ration of extremely weak transitions. We begin by exploring various cav-
ity geometries and configurations, examining the impact of parameters
such as cavity length and mirror radius on potential higher-order mode
interferences, giving rise to signal disturbances, and outlining strategies
for their avoidance. A crucial component when approaching the photon
shot noise limit of detection.
Next, we turn our attention to the construction of the stable cavity
resonator itself, with a particular focus on its cryogenic compatibility.
This involves a detailed discussion on material selection and the chal-
lenges encountered at low temperatures, including piezo operation and
glueless mirror mounting. We also address the necessity of high laser
power compatibility, a critical requirement for saturation spectroscopy
of extremely weak transitions.
Subsequently, we dive into the design of a vibrationally insensitive cav-
ity by carefully choosing and optimizing the mounting points of the
resonator. This topic naturally leads us to the dampening of the vi-
brational perturbations imposed by the cryocooler. This section also
encompasses the temperature stability of the entire system and cavity
resonator, a key factor in minimizing length variations.
Finally, we present the performance characteristics of the cavity, assess-
ing its linewidth, frequency stability, and other pertinent aspects. This
comprehensive exploration underscores the intricate interplay of various
factors in the design of a highly-stable, cryogenically-cooled cavity for
saturation spectroscopy at the quantum noise limit.
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3.2 Cavity geometry

3.2.1 General description

Fabry-Pérot resonators occur in various geometries, distinguished by
their mirror curvature(s) and length. The primary requirement for these
designs is to meet the stability criterion, ensuring that the light beam
remains confined within the cavity across infinite reflections. This sta-
bility criterion is defined as [99, 100]:

0 ≤
(

1− L

R1

)(
1− L

R2

)
≤ 1. (3.1)

Here, L represents the cavity resonator length and R1, R2 are the mirror
radius of curvatures (ROC) of the first and second mirrors, respectively.
This criterion can be simplified by defining the stability parameter gi as

gi = 1− L

Ri
, (3.2)

leading to a more concise stability criterion:

0 ≤ g1g2 ≤ 1. (3.3)

Among the variety of geometries that yield stable configurations, the
equal-radius concave-concave (abbreviated c.c.) and the plano-concave,
also known as hemispherical (abbreviated p.c.), geometries are most
commonly employed in cavity-enhanced (saturation) spectroscopy. For
these two geometries, the stability criterion simplifies to 0 ≤ g2 ≤ 1 and
0 ≤ g ≤ 1, respectively. From these criteria, it can be readily solved that
a stable cavity can be obtained when R ≥ L/2 for the c.c. geometry
and for R ≥ L for the p.c. geometry. Typically, the radius of curvature
of the mirrors in both designs is chosen to be significantly larger than
the cavity length as this minimizes beam size variation along the cavity
length. A homogeneous beam size is especially important with satu-
ration spectroscopy, as it ensures constant intensity and time-of-flight
interaction over the whole interaction zone. While both configurations
provide stable cavity configurations, there are some key features to each
geometry that are important to consider.
In order to make a meaningful comparison between both geometries
it is important to normalize the significant properties and parameters.
Obviously, the cavity length must be set equal, as this determines the
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equivalent path length of interaction, defines important parameters such
as the free spectral range (FSR) and also dictates several of the cavity’s
mechanical properties. However, the ROC of the mirrors can be set as a
free parameter. This allows for normalization of the average beam waist
of both designs. This is crucial, as the mode volume determines both
the possible interaction volume of molecules and the average intensity
of the light within the cavity, both important properties of saturation
spectroscopy. In order to find for which ROC the mode volume is equal
for both geometries, we must first define the beam propagation within
both designs.

The Gaussian TEM00 mode within the cavity evolves as

w = w0

√
1 +

z2

z20
, (3.4)

where w0 is the minimum waist size at the focus and z0 the Rayleigh
range, which is in turn given by

z0 =
πw2

0

λ
. (3.5)

This in turn also gives an expression for the minimum waist size, which
can be expressed through

w0 =

√
z0λ

π
(3.6)

and allows substitution of w0 in Eq. (3.4), which in turn becomes

w =

√
z0λ

π

√
1 +

z2

z20
. (3.7)

In order to solve both Eq. (3.6) and Eq. (3.7), we first must define the
boundary conditions of both the c.c. and p.c. geometries. For both
geometries, the Gaussian beam wavefront curvature has to match the
ROC of both mirrors at the position of the mirror surface. Secondly,
the waist of the Gaussian beam is located at the center of the cavity for
the c.c. design and at the position of the flat mirror for the p.c. design.
To proceed we first define the wavefront curvature (RG) of a Gaussian
beam, which is given by
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RG = z +
z20
z
. (3.8)

From this equation we can determine the Rayleigh range as a function of
the cavity length and mirror ROC from the known boundary conditions
of both geometries. For the c.c. geometry, the waist is located at the
center of the cavity; thus, at distance z = L/2 the wavefront curvature
must be equal to the mirror ROC. For the p.c. geometry the waist is
located at the flat mirror; thus here the wavefront curvature must match
the ROC of the concave mirror when z = L.

Since now the Rayleigh length is defined in terms of known parameters,
we can proceed to calculate the mode volume of both geometries by
performing a volume integral in cylindrical coordinates. The volume
integrals are defined through

Vcc =

∫ L/2

−L/2

∫ 2π

0

∫ wcc(z)

0
r dr dϕ dz (3.9)

Vpc =

∫ L

0

∫ 2π

0

∫ wpc(z)

0
r dr dϕ dz (3.10)

If we now execute both integrals, substitute all variables to known pa-
rameters, set L to unity and solve Vcc = Vpc for Rcc, we acquire a
function of Rcc as function of Rpc for equal mode volume. The result is
plotted in Fig. 3.1.

This shows that in the limit of large ROC, both geometries have an
equal mode volume when Rcc = 2Rpc. For more common and practical
R/L ratios (in between 2 ≤ Rpc ≤ 20) a deviation up to 15% from
Rcc = 2Rpc is observed. For obvious reasons, the ROC ratio will be fixed
to 2 as typically only integer value ROC mirror substrates are available
commercially. The effect of fixing the ratio to Rcc = 2Rpc for all values
of Rpc/L on the mode volume ratio Vcc/Vpc is plotted in Fig. 3.1, which
shows that the mode volume difference is at most 4%. This concludes
that fixing the ROC ratio between the c.c. and p.c. geometries to two
is a valid approximation.

Despite theoretical advantages for the c.c. geometry, other experimental
and practical arguments are in favor for the p.c. design. The first
practical argument is that the p.c. design only needs one mirror replaced
if one desires to change the cavity beam size. By locating the concave
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Figure 3.1: Mode volume comparison between the concave-concave and plano-concave
geometries. Panel (a) shows the ROC of the c.c. design as a function of the ROC of
the p.c. design for equal mode volume. Panel (b) shows the mode volume comparison
for when the ROC ratio is set to Rcc = 2Rpc.

mirror at the transmission or exit side of the cavity, a mirror swap can be
more easily performed, as the beam optics at the incident side can remain
in place and aligned with the resonator mode. Another advantage is that
the piezo-activated mirror preferably has a significant pre-compression
force to load the piezo for better linear and hysteresis-free operation. A
larger flat contact area of the plane mirror is more suited to compress
against the piezo surface and avoids any unwanted stresses within the
substrate or possible deformation of the mirror surface.

Another argument is that a plane mirror can be produced with better
surface tolerances than a curved mirror. A curved mirror might have
small variations in the ROC along the surface and possibly have a slight
cylindrical deformation. Also, the focal point might be slightly off with
respect to the center axis of the mirror substrate. All these possible
deviations can lead to a break of the (cylindrical) symmetry of the cavity
in the case of the c.c. geometry, which can result in non-degenerate
higher-order transverse modes and thus a higher chance of higher-order
mode collisions. The effects of this will be extensively discussed in the
next subchapter.

While there are advantages and disadvantages for both geometries, the
remainder of the chapter will cover both geometries where possible.
Also, note that the cavity design itself is compatible with both geome-
tries as the mirrors can be readily changed to any desired configuration.
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3.2.2 Paralellism tolerance

Figure 3.2: Dramatic representation of the effect of a small angle (α) between the
cavity mirrors for the c.c. (top) and p.c. (bottom) geometries. The displaced laser
mode (red) is projected orthogonally on both mirror surfaces. The focal point of the
curved mirror(s) is indicated by the blue mark. The ROC is indicated with distance
R, and the resulting lateral offset of the laser mode with the center of the cavity is
indicated by distance d.

Linear (enhancement) cavities are often designed without any possibil-
ity of re-alignment of the cavity mirrors, thereby fully relying on the
parallelism of the mirror-supporting surfaces. A residual angle due to
tolerances in the parallelism causes a mostly lateral shift of the carrying
fundamental mode within the resonator. A lateral shift from the cen-
ter is tolerable as long as the beam remains sufficiently clear from any
clipping elements between the cavity mirrors. From goniometric anal-
ysis, illustrated in Fig. 3.2, we can deduce that the allowable angular
tolerance is given by α = 2 arctan(d/Rcc) for the c.c. geometry and
α = arctan(d/Rpc) for the p.c. geometry. Here, α is the maximum, d is
the allowable lateral shift inside the resonator, and R the ROC of the
curved mirror(s). For the limit R ≫ d, which holds for most practical
situations, the above equations converge to α = 2d/Rcc and α = d/Rpc

for the c.c. and p.c. geometries respectively. Note that for equal mode
volume Rcc = 2Rpc, thus both geometries have an identical tolerance
dependency for the limit of large ROC. The maximum allowable value
for d can be determined by calculating the allowable loss of the Gaussian
laser mode through an aperture (Eq. (3.16)) to not significantly decrease
the finesse of the cavity, which is discussed in the following section.
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3.3 Higher-order mode collisions

3.3.1 Introduction

Optical cavities can be operated at various resonant Gaussian trans-
verse electromagnetic (TEM) modes, but are mostly driven at their
fundamental TEM00 Gaussian mode. The higher-order modes occur
as cylindrical transverse modes (TEMpl) or as rectangular transverse
modes (TEMmn), depending on the resonator symmetry. For most cav-
ity configurations these transverse modes are located at different operat-
ing frequencies, which allows selection and operation on each individual
transverse mode. The fundamental TEM00 mode is selected by means
of mode-matching of the fundamental Gaussian beam incident into the
cavity, which leads to suppression of the higher-order transverse modes
due to poor spatial coupling. This ordinarily results in reliable operation
and locking on the TEM00 mode as error signals from the higher-order
modes are typically insufficient in amplitude to serve as stable locking
points.

However, a degeneracy with a higher-order mode might still be present
and can be caused by unwanted instabilities in both locking and signal
acquisition [101]. This occurs when a higher-order mode is simultane-
ously resonant with the TEM00 mode on which the carrier of the laser
is stabilized, or if a higher-order mode is resonant with one of the two
sidebands used for the Pound-Drever-Hall (PDH) stabilization. These
so-called mode collisions can result in disturbances in the locking stabil-
ity through either coupling power to this higher-order mode in question
or through a shift of the PDH lock point due to disruption of the er-
ror signal. When using NICE-OHMS as the detection technique, these
collisions can lead to an apparent dispersion and/or absorption if ei-
ther the carrier or one of the NICE-OHMS heterodyne sidebands collide
with a higher-order mode. This can be observed as transition-like fea-
tures or ’ghost signals’ and when the detection sensitivity approaches
the photon-shot noise limit even the smallest disturbance to the delicate
stability can lead to an unwanted increase in noise levels. It is therefore
crucial to design a cavity where higher-order mode collisions are both
avoided and suppressed. Both strategies will be discussed extensively in
the following sections.
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3.3.2 Higher-order mode avoidance

The first strategy is to reduce the number of possible higher-order mode
collisions by exploiting the fact that higher-order transverse modes are
generally located at different frequencies compared to the fundamental
TEM00 mode. The specific operating frequency and spacing between
the higher-order modes depend on both cavity length and mirror ROC,
which can be selected to have the least chance of collisions. The general
expression for the resonance frequency of any particular longitudinal
mode (both rectangular and cylindrical) is given by

νqmn =
c

2L

[
q +

1

π
(m + n + 1) arccos

√
g1g2

]
. (3.11)

Here, c is the speed of light, L is the cavity resonator length, q is the
longitudinal mode number, and m and n are used as the index for the
higher order modes as used as the rectangular transverse modes TEMmn,
but can be readily replaced by p and l for the cylindrical modes. Finally,
g1 and g2 are the stability parameters for both individual cavity mirrors,
which depend in turn on mirror radius Ri and L.
An important observation is that the higher-order modes can be grouped
when the sum m + n is constant, as these sub-groups of modes are lo-
cated at the same frequency position. Thus it is logical to define the
higher-order mode group index k, which describes all possible combina-
tions of higher-order modes for which m + n = k and p + l = k, for the
rectangular and cylindrical modes respectively. This mode group will
here be indicated with label TEMk. Using this and further simplifica-
tion of Eq. (3.11) by dividing through the FSR, and offsetting the now
relative frequency by 1

π arccos
√
g1g2, we acquire

γqk = q +
k

π
arccos

√
g1g2. (3.12)

Here, the FSR is set to unity and the last term k
π arccos

√
g1g2 is the

higher-order mode spacing as a fraction of the FSR. In general, the
smaller the higher-order mode spacing, the less chance of relevant mode
collisions, as there will be fewer occurrences when a TEMk mode overlaps
with the TEM00 mode. From Eq. (3.12) the higher-order mode spacing
can be directly calculated and compared for both the p.c. and c.c.
geometries. This shows that there is a slight preference for the c.c.
design for small R/L ratios, but disappears for the limit of large ROC.
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To analyze a possible mode collision we are not interested in the absolute
frequency of the possible (higher-order) longitudinal modes, but in the
relative frequency with respect to a TEM00 mode at frequency νqi00.
This can be obtained by solving for solutions when νqi00 ̸= νqjk, where
qj can be any longitudinal mode. Equating this gives

0 ̸= qj − qi +
k

π
arccos

√
g1g2. (3.13)

Thus we must find solutions for which this condition is ensured until
a large number k, for which straightforwardly many solutions can be
found. However, one must consider both tolerances in length and the
ROC of the mirror(s), which leads to an uncertainty of the stability
parameter gi, leading to an uncertainty of the higher order mode spacing.
The uncertainty ∆gi can be found using first-order Taylor expansions
of gi in both L and R, which are ∂gi

∂L = − 1
Ri

and ∂gi
∂Ri

= L
R2

i
respectively.

The uncertainties ∆L and ∆R are typically linearly dependent on the
total value itself and are often expressed as a percentage of the total
value. Thus rewriting the two partial derivatives and substituting for
∆L = αLL and ∆R = αR gives ∆gi,∆L = L

Ri
αL and ∆gi,∆Ri = L

Ri
αR.

This can be combined to the total uncertainty ∆gi = L
Ri

(αR + αL).
Finally, using the first-order Taylor expansion of Eq. (3.11) in terms
of gi results in the following first-order error for the prediction of the
higher-order mode positions as a fraction of the FSR for both the c.c.
and p.c. geometries respectively:

∆γqk,cc =
k

π
√

1− g2cc

L

Rcc
(αR + αL) (3.14)

∆γqk,pc =
k

2π
√

(1− gpc)gpc

L

Rpc
(αR + αL) (3.15)

Note that for the c.c. geometry we assume that both mirrors are iden-
tical, such that g1 = g2. From these equations, it is directly observable
that the error grows linearly with the mode group number k, making it
ultimately impossible to accurately predict the locations of the higher-
order modes when the error becomes larger than the higher-order mode
spacing. The results for two cases of R/L for the c.c. geometry and
a typical ROC uncertainty of 1% are plotted in Fig. 3.3. From these
two cases, it can be seen that the situation in Fig. 3.3(a) is undesired as

49



3. Vibration insensitive cryogenic cavity design for
cavity-enhanced saturation spectroscopy

Figure 3.3: Higher-order mode position progression for the first 100 mode groups.
Panel a) shows the result of a c.c. geometry cavity of 500 mm length, 1 m ROC
mirrors, and 1% uncertainty, leading to a high chance of degeneracies. Notable is also
the large higher-order mode spacing of 1/3rd of the FSR due to the large Lcav/ROC
ratio, leading to a possible mode collision for 1 out of every 3 higher-order modes.
Panel b) shows the calculation of a 371 mm p.c. geometry with 2 m ROC mirrors,
and 1% uncertainty, a possible configuration for our design. The mode progression is
such that degeneracy with the TEM00 is unlikely until a large value of k. If a collision
occurs, this is isolated to a single incident due to the slope of the progression. The
mode spacing is also much more favorable at roughly 1/7th of the FSR.

this can lead to a high chance of collision with the fundamental mode
as one in every 3 modes could interfere with the fundamental mode.
The situation in Fig. 3.3(b) is much more favorable as the higher-order
mode spacing is smaller compared to situation (a). Moreover, the gen-
eral trend or the higher-order mode progression is off with respect to the
fundamental mode. This means that if a collision occurs, it is typically
isolated to a single mode group. However, it must be noted that small
deviations of the mirror surface from its spherical design might lead to
either a spherical deformation of the cavity or possibly a change of the
effective ROC depending on the beamsize. This in turn causes a lift
of the mode group degeneracy, causing a spread in frequency of these
higher-order modes. We have observed this effect in an early version of
a c.c. cavity (used in the first version of our HD experiment, described
in Chapter 4) which was prone to mode collisions, where closely spaced
band structures of an isolated mode group were observed very identical
to the observations in Silander et al. [101].
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For accurate prediction of the higher-order mode positions, one could
extract both the FSR and higher-order mode spacing when the cavity
is operational. This can be done by using a broadband EOM to scan
sidebands over the various higher-order mode positions, which signifi-
cantly reduces the initially assumed uncertainty. Ultimately, one could
use precise thermal control of the cavity resonator to exploit the thermal
expansion of the material to fine-tune the length to an area free of mode
collisions and maintain this point of operation.

3.3.3 Higher-order mode dampening

Higher-order mode collisions are ultimately unavoidable due to the un-
predictability of the higher-order mode positions from tolerances present
in both cavity length and mirror radius. On top of that, there is a high
chance that higher-order modes become non-degenerate, further increas-
ing the possibility of collisions. Despite the fact that there is little spa-
tial overlap of these higher-order modes with respect to the fundamental
mode both incident on and inside the cavity, strong coupling can still
be observed [101]. Therefore, it is suspected that the scattering of light
from mirror surfaces can be a significant source for these higher-order
modes [102]. Thus higher-order mode dampening is another crucial ele-
ment to further reduce the effect of these collisions when they occur or,
preferably, suppress the effect below the detection limit of the setup.

Dampening can be achieved by exploiting the fact that higher-order
modes significantly grow in size for increasing mode number and thus
can be effectively attenuated by an effective aperture. This aperture
can be an actual pinhole inside the cavity, which was used in the study
of Silander et al., but any cavity already contains a certain smallest
effective aperture such as the cavity bore diameter, the inner diameter
of the ring piezo, or ultimately the mirror surface diameter as an upper
limit. Besides the effect of higher-order mode dampening, it is crucial
to consider that the effective aperture must be sufficiently large to not
dampen the TEM00 mode as this will affect the finesse of the cavity. This
is also important to consider when choosing the minimum bore diameter
of the cavity. Therefore, we first analyze the beam attenuation of the
TEM00 mode through a circular aperture, which is given by

PT

P0
= 1− e2r

2
a/w

2
. (3.16)
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Here PT /P0 is the fraction of power transmitted through the aperture,
ra is the radius of the aperture, and w is the radius of the beam size
at the location of the aperture. This equation can be rewritten to the
fraction of power lost through the aperture and by substituting for the
aperture-to-waist ratio a = ra/w

PL

P0
= e2a

2
. (3.17)

As reflectivities of mirrors in state-of-the-art cavities approach or even
surpass the level of 5 nines (R = 0.99999), such as the mirrors used
for our H2 quadrupole studies, the expected roundtrip losses are at the
low ppm level. To not significantly alter the finesse of such cavities, the
added loss due to the aperture should not exceed 10 ppt, or around two
orders of magnitude lower than the expected minimum roundtrip losses.
Solving Eq. (3.17) for 10 ppt gives an aperture-to-waist ratio of 3.03,
meaning that the aperture must be at least three times larger than the
expected beam size. Note that this assumes that the beam passes the
aperture exactly through the center, but expected angular tolerances of
the mirrors typically shift the beam laterally inside the resonator. This
possible lateral shift must be included as an additional circular tolerance
zone to the required minimum aperture size.

Transverse modes in a cavity can either occur in cylindrical or rect-
angular form as discussed in the previous section. While in theory a
Fabry-Perot cavity has cylindrical symmetry, which predicts cylindrical
longitudinal modes to occur, in reality often only the rectangular modes
are observed when the cavity is resonant at a higher-order mode. This
might come from the fact that the symmetry is broken due to small
tolerances in the mirror ROC or a slight preference for a certain polar-
ization state. Another reason can be that a rectangular mode typically
has the highest overlap with the incident beam and thus the highest gain
or feedback to the stabilization loop, which forces operation to such a
mode and overclasses a ’weaker’ cylindrical mode. Nevertheless, both
transverse modes must be treated equally as they all may disturb the
resonator stability when these mode collisions occur.

Before calculating the attenuation of the higher-order modes, we first
define both cylindrical and rectangular modes in cylindrical coordinates
for ease of integration over the circular aperture. The cylindrical trans-
verse modes are expressed by
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Ipl = I0(
2r2

w2
)|l|[L(|l|)

p (
2r2

w2
)]2 cos2(lϕ)e−

2r2

w2 , (3.18)

with Ll
p representing a Laguerre polynomial. The rectangular transverse

modes can in turn expressed by

Imn = I0(
w0

w
)2

[
Hm

(√
2r cosϕ

w

)
exp

(
−r2 cos2(ϕ)

w2

)]2

×

[
Hn

(√
2r sinϕ

w

)
exp

(
−r2 sin2(ϕ)

w2

)]2
.

(3.19)

where Hn,m are Hermite polynomial functions.

The attenuation from the aperture on the higher-order modes is calcu-
lated by performing numerical integration. This is done by first calculat-
ing the total power by integrating until a large radius-to-waist ratio (e.g.
r = 25w) and subtracting this by the integration until the aperture-to-
waist radius a. As we are only interested in the fraction of attenuated
power by the aperture, both expressions can be further simplified by
dividing out the constants and by setting the waist size to unity. To
simplify further, the expression for the cylindrical transverse modes is
first analytically integrated over the term depended on ϕ, which gives∫ 2π
0 cos2(lϕ) dϕ = π + sin(4lπ)

4l . As l is an integer, the outcome of this
integral will always be π (or 2π for l = 0) and can be neglected. The re-
maining function is strongly divergent for increasing numbers of p and l.
To counteract the strong divergence, a normalization factor is included
which somewhat counteracts this behavior and makes the integral better
behaved. The remaining integral to calculate the transmission through
an aperture then becomes

∫ a

0

(2r2w)l

Γ(
√
p + l + 1)

(2r2w)l[L(|l|)
p (2r2w)]2e−2r2wrw drw, (3.20)

where rw is the new variable scaled by the waist size and the Euler
gamma function is the empirically found normalization factor. The Her-
mite polynomials in the expression for the rectangular transverse modes
exhibit similar divergent behavior, for which also a normalization pref-
actor is included
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∫ a

0

∫ 2π

0

1

(m + n + 1)!

[
Hm

(√
2rw cosϕ

)]2
×
[
Hn

(√
2rw sinϕ

)]2
e−2r2w dϕdrw.

(3.21)

Numerical integration is performed on both expressions and results within
a certain mode group are compared. It is expected that the least attenu-
ated mode within a specific mode group will give the largest disturbance,
and thus may be the dominating mode within this mode group. Thus
the minimum attenuated mode is used as the output of the calculation
for comparisson between different levels of the aperture-to-waist ratio
a. Results for the first 200 modegroups are shown in Fig. 3.4. The re-
sults are as expected; for smaller values of a the higher-order modes are
attenuated more quickly. It also shows that an aperture-to-waist ratio
close to 10, which equals having the full working diameter of a 1/2-inch
mirror exposed to the cavity, is highly unrecommended as even mode
groups as high as k = 100 are not sufficiently attenuated. While it is
obvious from these calculations that the smallest allowable value of a
is preferable for maximum higher-order mode dampening, it must be
noted that this aperture size is often impractical to use due to slight
tolerances and expected beam deviations from the center of the cavity,
which might lead to significant attenuation of the fundamental mode.

3.4 Cryogenic cavity design for high roundtrip
powers

3.4.1 Introduction

In this section, we will discuss the design of a full-cryogenic cavity suit-
able for high-power and high-resolution saturation spectroscopy. By
’full’ we mean that the entire cavity, including the mirrors, will be cryo-
genically cooled. While technically more challenging than only having
a cryogenic volume inside a room-temperature cavity, the advantage is
having a more compact and mechanically rugged design which ultimately
leads to a more stable design. This stability is required to reduce the
linewidth of the cavity to levels where the contribution to the observed
lineshapes becomes insignificant, which is warranted in high-resolution
spectroscopy.
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Figure 3.4: Calculated mode attenuation for mode-group TEMk for each even number
of k for varying values of the aperture-to-waist ratio a. Some calculated results deviate
slightly from the expected trend due to numerical errors from the highly oscillating
integrand.

The unique combination of high-roundtrip power with cryogenic temper-
atures is a new challenge as the heat dissipation from the laser becomes
significant and deviates from the cryogenic implementations to cavities
so far. It must be noted that the cryogenic regime is a broad range,
where systems performing at 4 K (e.g. [98, 103]) will have other chal-
lenges and considerations than the 50 K limit on which this cavity is
based. We will discuss some cryogenic and high-power design consider-
ations before proceeding to the cavity design itself.

3.4.2 Material selection

Metals are a preferred choice over other common and suitable cavity
materials such as Zerodur® or ultra-low expansion glass due to the ease
of machinability and the requirement of bolt connections due to the
necessary vacuum sealing at the cavity level. Therefore, we will mainly
focus on metals in the discussion.
Some physical properties of materials can change drastically when cooled
down to cryogenic temperatures, which will have direct consequences on
the design choices and render some materials unsuitable for cryogenic
use. The first important observation for metals is that only metals ex-
hibiting a face-centered cubic structure are cryogenically compatible, as
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these metals do not have a ductile to brittle transition temperature [104].
Metals that do carry this property can become brittle and fail when
stressed, thus being unreliable under cryogenic conditions. This mostly
holds for some alloys of stainless steel, but most common metals such
as iron, copper, aluminum, and austenitic stainless steel are suitable for
cryogenic use.
Thermal expansion is another mechanical property to consider, which
becomes significant for most materials at cryogenic temperatures. Most
materials contract when cooled down, but there is a strong variety of
the total integrated thermal expansion along the different materials. For
example within metals, where the alloy Invar has a total contraction of
only 0.02%, while aluminum experiences a contraction of up to 0.4%.
Perhaps more important is the differential thermal expansion between
different materials, which can lead to unexpected changes in stress or
loosening of components. A common example of this effect is the loss of
bolt tension, where the bolt contracts less than the material it is bolted
to. This will happen when using stainless steel bolts with copper and
aluminum, but even minute differences in the composition of stainless
steel alloys can cause this effect to occur. In our design, we apply spring
disk washers at each bolt connection with sufficient spring constant and
actuation length to counteract this effect.
Thermal properties of materials also undergo dramatic changes. The
heat capacity of most materials will drop several orders of magnitude
below 100 K, which can have consequences for thermal feedback loops
or when relying on the heat capacity for dampening thermal fluctua-
tions through a thermal low-pass filter. While the thermal conductivity
of most materials reduces when cooled down, there are a few materials
with very specific or opposite behavior. The most notorious example is
pure oxygen-free high thermal conductivity (OFHC) copper, where the
conductivity can increase over an order of magnitude at around 10 K
compared to room temperature. However, the significantly more afford-
able electrolytic tough pitch (ETP)-copper performs only marginally less
at our anticipated lower limit of 50 K. Also aluminum still has a decent
performance at these temperatures, while alloys based on iron typically
become very poor conductors and could be considered insulators.
At first glance, Invar seems preferable among the metals as a cavity
material as it exhibits the lowest thermal expansion of all metals; an
often desired property for any cavity. However, when considering the
sometimes high roundtrip powers involved in saturation spectroscopy the
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heat dissipation inside the cavity and thereby the thermal conductivity
of the cavity becomes a crucial factor. Especially in our case where
we anticipate up to 10 kW of roundtrip power, the heat dissipation of
laser power in the mirrors and cavity resonator due to absorption and
scattering losses become significant at up to a few 100 mW.
To better analyze the cavity material behavior and the consequence of
sudden additional laser heating, we performed a finite element method
(FEM) using Comsol Multiphysics®. Here, we define a simple cylin-
drical element of 75 mm diameter and 400 mm length, mimicking the
anticipated cavity dimensions, with a heatsink connection defined at
the bottom center of the cylinder which was set at 50 K. An anticipated
heat load of 500 mW was divided into 50% bulk heating, mimicking
scattering loss, and 25% heating at both ends of the cylinder, mim-
icking mirror absorption losses. A comparison between ETP copper,
aluminum 6081, 304 stainless steel, and Invar was made. The simu-
lation uses the material-specific thermal expansion, heat capacity, and
conductivity at the simulated heatsink temperature of 50 K. First, a sta-
tionary solution was performed from which the expected total expansion
of the cavity and the maximum temperature difference along the cavity
were retrieved. Secondly, a time-dependent solution was performed to
obtain information on the thermalization time by retrieving data on the
thermal expansion as a function of time. This data was fitted by an ex-
ponential function, from which the derivative can be calculated to find
when the drift rate drops below 1× 10−13 s−1, which is equal to a drift
rate of around 100 Hz/s in the optical domain. The results are listed in
Table 3.1 below.

Table 3.1: Simulation results of the effect of induced laser heating of 500 mW on
different possible materials for the anticipated cavity design of 400 mm length with a
50 K heatsink. Results show the total thermal expansion, the settling time before the
cavity drift rate is less than 1× 10−13 s−1, and the maximum temperature difference
(∆T) along the cavity resonator.

Material Total expansion Settling time ∆T
(µm) (×103 s) (K)

ETP copper 7.9 21 0.06
Aluminum 6081 9 17 0.24
SS 304 29.2 89 9.9
Invar 6.6 100 16.5
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These results directly show that both copper and aluminum have a clear
preference as materials for the cavity. Both stainless steel and Invar are
affected by their reduced thermal conductivity, where the total thermal
expansion of Invar even comes near that of aluminum and copper. The
significantly longer settling times and large expected thermal gradients
make them a less ideal choice. Noteworthy is that even though cop-
per has a much higher thermal conductivity than aluminum, the higher
heat capacity limits the total settling time. Note that the total expected
expansion due to laser heating at high power exceeds the expected actua-
tion length of the piezo at around 2 µm. This means that thermalization
to a certain level is a required period before the experiment can start to
operate at these power levels as the piezo is not able to compensate for
this expansion. When looking for the time for when the remaining ther-
malization is less than 2 µm, we see that for both copper and aluminum,
this is around 30 minutes, while for stainless steel this is nearly 6 hours.
From this analysis, we conclude that aluminum is the preferred mate-
rial for our anticipated use case. The cryogenic performance is close to
that of copper, while it has clear advantages due to the reduced weight,
ease of machinability, and durability due to the higher strength of the
threaded holes.

3.4.3 Other cryogenic design considerations

Vacuum sealing at the cavity level is required to contain the molecular
gas of interest inside the cavity and maintain a high-vacuum outside of
the cavity. However, ordinary O-rings of rubber or Viton are unsuited
for cryogenic use and a copper knife-edge seal is both too macroscopic in
size and vulnerable due to the limited durability of aluminum. There-
fore, we opt for indium wire sealing as this has been proven to be a
reliable method of vacuum sealing under cryogenic conditions. As in-
dium is significantly softer than aluminum, there is no risk of damaging
the aluminum parts on which a direct vacuum seal is required. It has
also been shown that indium can create reliable and vacuum-tight seals
directly on glass surfaces.

Flexible thermal links are used to mechanically decouple the cryocooler
from the cavity due to the thermal contraction of the cryogenic parts
and to dampen the vibrations from the cryocooler. In total a series of
3 flexible links will be included at strategic points to have the desired
decoupling while maintaining sufficient conductivity. The thermal straps
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(Technology Applications Inc.) are constructed of OFHC copper with
extremely flexible stranded copper wiring, providing flexibility along all
degrees of freedom.

3.5 Cavity resonator design

3.5.1 Linear cavity

The linear cavity is in its essence a stable and parallel interconnection
between both cavity mirrors. Typically any means of active alignment
of the mirrors is avoided to increase the mechanical stability and reduce
the complexity and size of the cavity. Depending on the anticipated
mirror ROC and cavity length, this puts stringent requirements on the
parallelism of the parts and connecting surfaces participating in refer-
encing the high-reflective side of the mirrors with each other. To obtain
the highest degree of parallelism, we opt for a configuration where the
ring piezo will be at the front side of the mirror, thus located in between
the two mirrors. In this configuration, only two parts are necessary
between the two mirrors, the piezo and the cavity resonator itself. In
our design, we include an additional spacer identical in size to the piezo
at the un-actuated mirror side. This is for reasons of symmetry in the
mechanical design and it allows some level of alignment if necessary by
use of angled spacers.

The cavity itself is made of aluminum 6081 as this resulted as the best
option from our material analysis. The general shape is a cylinder of
400 mm length of which the outer profile is of octagonal shape resulting
from the intersection of a 77mm diameter circle with a 72mm square.
The effective cavity length is 371 mm, with a cavity bore diameter of
10 mm. This length was chosen from a combination of mechanical size
constraints on the optical table, analysis of the higher order mode avoid-
ance and the 404 MHz FSR matched commercially available bandpass
filters, which was convenient for the implementation of NICE-OHMS.
The whole part was machined in a single continuous tooling path on a
5-axis milling machine using a single setup to obtain the required level
of parallelism of less than 0.01◦ between the two mirror supporting and
referencing surfaces. The cavity in its assembled form is displayed in
Fig. 3.5.

The ring piezo is a custom assembly based on the standard PICMA
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Figure 3.5: Technical illustration of a side-view midplane cut-through along the as-
sembled cavity. The left (front) side of the cavity is piezo-actuated (piezo stack is
colored green) and is outfitted with an electric feedthrough on top (cyan). The right
(back) side of the cavity is un-actuated and consists of a spacer (blue) and is outfitted
with a near identical feedthrough flange for symmetry reasons (blue). At both sides
the piezo/spacer and mirrors are clamped against the cavity resonator using separate
spring mounts (red and orange). The cavity is vacuum sealed at both ends with a
windowed flange. At the top center the vacuum connection with a flexible bellow is
situated (red). At the bottom center the thermal connection and temperature are
situated (brown). Next to the thermal connection points are two material cut-outs
(red) necessary to symmetrize the bending strength of the resonator for optimization
of vibration sensitivity.

PD150.3x element from PI (Physik Instrumente). This ring element has
an outer diameter of 15 mm, an inner diameter of 9 mm, and 2 µm actua-
tion length at room temperature. The 9 mm inner diameter of the piezo
is also the smallest aperture within the cavity roundtrip. Our custom
assembly consists of two separate segments; a triple stack consisting of 3
PICMA elements for slower and coarse high-voltage control and a single
stack for faster low-noise low-voltage control. Splitting these functions
over two separate segments has advantages in terms of controlling the
piezo as high-voltage amplifiers typically suffer from ripple and noise.
In this segmented configuration, the HV amplifier is solely needed for
an offset voltage and canceling slow drifts as faster locking and modu-
lation are performed by the low-noise low-voltage amplifier. Therefore,
the HV amplifier can be strongly low-pass filtered to reduce any residual
noise and significantly improve the instantaneous linewidth of the cav-
ity. Previous studies have shown that piezo-activated cavities through
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this methodology can reach performances nearing the fixed ultra-stable
cavities [105].
The tuning range of a piezo is given by −νc/2LδL, where νc is the
absolute frequency of the laser carrier wave, L the cavity length, and δL
the actuation length of the piezo. For ease of operation, it is desired to
have a piezo with an actuation length that can span at least 2 times the
FSR of the cavity, as this will result in having two accessible resonant
modes at all times. Thus for the desired actuation length of 2 × νFSR,
we can readily find that the actuation length needs to be 2 times the
operation wavelength of the laser. The actuation length in this design is
mostly determined by the triple-stack at around 6 µm actuation length at
room temperature. However, the displacement length of a piezo changes
significantly when cooled to cryogenic temperatures [106]. For the used
PICMA actuator in our setup, the actuation length is reduced to around
35% at 77 K. Fortunately, from this temperature and lower this piezo is
allowed to be driven in a bipolar configuration (-100 to 100 V), effectively
doubling the reduced actuation length. As a result, even at temperatures
as low as 20 K still about a third of the original actuation length can be
covered using a bipolar drive. This is sufficient to recover the desired
2 times the FSR at common wavelengths of around 1500 nm for our
selected piezo configuration.
The piezo element, consisting of two alumina end disks, is directly
clamped onto the aluminum resonator using a soft so-called wave spring
washer with an inner diameter larger than the mirror diameter (Fig. 3.6).
This allows the removal of the cavity mirrors without the removal of the
piezo itself and omits any glue bonding of the piezo with the cavity
resonator. Electric connection is done through a cryogenic compatible
4-pole feedthrough (Ceramtec 9299-05-W), which is welded in a custom
stainless steel flange for the necessary indium wire seal.
The cavity mirror is centered and clamped against the piezo through
spring action from the custom mirror mount (Fig. 3.6). This has the
advantage that permanent glue bonds are omitted and cavity mirrors
can be readily interchanged. Next to the spring action of the mount,
it also serves as a thermal link between the mirror substrate and the
cavity resonator. This is necessary as heating can become significant as
discussed in the previous section and the piezo itself is a poor thermal
conductor.
The mirror mount is made from aluminum with a custom-designed
spring element with an anticipated spring constant of around 300 kN/m,
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Figure 3.6: Technical illustration of a three-quarter cut-through of the piezo-activated
side of the cavity without the windowed flange. The piezo stack is separately clamped
to the cavity by a wave spring washer and a separate clamping disk (red). The mirror
is clamped onto the piezo with a custom-made spring mount (orange). The ridge on
the end of the resonator (magenta) is used for the indium wire vacuum sealing with
the end flange. The material cut-out at the side is one of the four mounting support
point of the cavity, which is at the midplane and near the center for reduced vibration
sensitivity.

resulting in an expected clamping force of around 110 N. A modal analy-
sis using a FEM simulation in Autodesk Inventor® of the mirror mount
including the mass of the mirror, resulted in a first mechanical resonance
at 1.9 kHz. This simulation excludes the possible effect of clamping
against the piezo, from which we expect to further increase the resonance
frequency. The expected locking feedback bandwidth and modulation
frequency are significantly lower than this resonance frequency.

At the opposing non-actuated side of the cavity, a stainless steel spacer
identical to the dimensions and mass of the piezo is included. This
allows fine-tuning of the mirror angle by use of slightly angled spacers
if necessary. It also symmetrizes the design, which is important for the
concept of the vibration immune mounting method, discussed in the
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following section. This symmetrization is continued by also including a
flange identical in mass to the electric feedthrough flange for the piezo.

A flexible vacuum connection is made at the top of the cavity. This con-
sists of a custom flexible edge-welded bellow welded inside a stainless-
steel flange for the indium wire seal. This assembly is embedded within
the cavity to save space. On the opposing side at the bottom the flexible
thermal link, temperature sensor, and an SMD heating resistor are situ-
ated at the center. Directly next to this, two material cut-outs are made
to adjust the mechanical bending strength of the cavity to compensate
for the loss in strength due to the opposing hole for the bellow assembly.
This symmetrization was necessary to find an optimum support point
that optimizes the vibration sensitivity in all directions. This will be
further discussed in the following section.

The cavity is vacuum-sealed at both ends with a windowed flange con-
sisting of an angled wedged AR-coated window of N-BK7 (Thorlabs
WW11050-C), as fused silica has strong OH absorption bands at the
anticipated working range for the HD spectroscopy studies. The win-
dow is indium wire sealed inside the end flange, which in turn is indium
wire sealed to the cavity.

3.6 Vibration immune cavity mount design

An often overlooked aspect of the design of optical cavities, particu-
larly within the field of cavity-enhanced spectroscopy, is the method of
mounting the resonator to the surrounding environment. Most designs
are based on a solid and straightforward interconnection between the
cavity and the surrounding setup, where typically the cavity is supported
from below. This way of mounting is often sub-optimal as vibrations
within the setup directly transfer into the cavity causing quasi-static
deformations of the cavity, leading to length and thus frequency fluctu-
ations [94]. Reducing the linewidth of the cavity in such a configuration
requires significant effort to reduce vibrations of the entire setup. An
alternative solution would be to design a cavity that is immune to vi-
brations by design, which has been extensively researched within the
field of ultra-stable reference cavities [93, 95, 98, 107], where support
is performed on the symmetry planes of the cavity. However, many of
these solutions rely on solutions that are impractical to incorporate in
the more traditional cavity design used for cavity-enhanced spectroscopy
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and the acquired performances are beyond our requirements. Neverthe-
less, the progression of cavity-enhanced saturation spectroscopy towards
higher-finesses combined with weaker and narrower transitions does ben-
efit from narrow linewidth cavities. Especially when considering active
cryo-cooling where vibrations from a cryocooler are unavoidable.
An alternative and simpler approach would be to only optimize the dis-
crete support points of the cavity, which has been studied by Nazarova
et al. [94]. As a cavity of cylindrical shape is often supported by four
points, symmetrically mirrored along the two vertical planes, one could
look for an optimum position along the cavity body for these specific
points where a vertical acceleration does not induce a length change of
the cavity. The consequence of supporting at discrete points compared
to a whole support plane is that next to a length change also tilting
of the mirrors along the support points must be considered as an ef-
fective length change. Through a FEM analysis, an optimal position
can be found that minimizes both effects. Nazarova et al. found that
this approach resulted in a reduction of the vertical acceleration sen-
sitivity of two orders of magnitude compared to an already optimized
support position from below where the cavity support was optimized to
keep the mirrors parallel under vertical acceleration, the so-called Airy
points [108]. Even larger effects can be expected for cavity designs that
do not have any form of optimization present in their respective mount-
ing solution. While the study was performed on a cavity that is highly
symmetric, homogeneous, and straightforward in its design, the concept
can be extended to a symmetric object of any shape.
A limitation of the original study [94] was that only optimization in one
direction was performed due to the inflexibility of modifying the cav-
ity shape. This led to having their support points below the horizontal
plane, which is suboptimal for optimization of the acceleration sensitiv-
ity along both horizontal axes. Our approach is to fix the support point
at the horizontal midplane and only vary the position along the axis of
the cavity, while also varying the dimensions of a blind hole cut-out in
the bottom of the cavity to vary the bending strength of the cavity and
tune the mass distribution. By this approach, simultaneous optimiza-
tion for the y and z-axis can be achieved as the support remains at the
horizontal midplane. Another limitation in the study of Nazarova et
al. [94] is that the support points are on the edge of the cavity cylinder
and thus far from the center of the cavity. If one considers acceleration
along the x-axis, the cavity is supported far from the midplane, and
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d

a

Figure 3.7: Technical illustration of the heavily simplified model used in the FEM
simulation. All aluminum parts were combined into a single body. Small volumes
were minimized while maintaining the mass distribution of the original design. The
three indicated red points on the mirror were tracked in movement along the z-axis
when undergoing acceleration along the y-axis, to investigate both expansion along
the cavity axis (center point) and angular tilt of the mirror. Dimensions a and d were
varied during the simulations to iteratively find the optimum parameters to minimize
both the expansion and tilt.

significant acceleration sensitivity is expected along this direction. Our
approach is to move the support points as close as possible to the optical
axis to be closer to the yz-plane. Full optimization along the x-direction
is difficult if not impossible to achieve through this way of mounting, but
reduced sensitivity to acceleration along the x-axis should be expected.

The method of mounting and supporting our cavity has been modified to
the design of Nazarova et al. [94] to be suited for cryogenic operation and
have more predictable support at the exact intended point as used and
found in the simulations. In the original study, Viton hollow cylinders
were used as the contact material between the spring wires and the
upper half of the blind holes on the side of the cavity. Here, we use
a half-circular cutout in which a smaller diameter half-circular dome
from Polyether ether ketone (PEEK) is fitted (see Fig. 3.9). The PEEK
supports are fitted on custom-made stainless steel spring rods and are
pressed along the axis of the spring wire into the cavity to ensure contact
and support close to the center of the half-circular cutout. A detailed
description on the spring support can be found in the next section.

To perform the necessary FEM simulations (Comsol Multiphysics®),
the 3D model needs drastic simplification to reduce the number of parts
and simplify individual parts to avoid thin elements to simplify the mesh.
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Figure 3.8: FEM simulation result of a parametric sweep of diameter a with d =
116.44 mm for both total cavity expansion and mirror angle at a static acceleration
of -1 m/s2 along the z-axis

.

However, care must be taken to keep the mass balance and size of the
parts and assembly identical to the original counterparts to be able to
translate the simulation result to the real design. All individual inter-
connected aluminum parts were merged into one solid to remove inter-
connecting boundary surfaces. Other parts were modified by removing
sharp boundary edges to avoid the necessity of a small mesh size while
maintaining the overall mass profile (Fig. 3.7).

To simulate the acceleration sensitivity of the cavity along the y-axis a
similar approach was followed as in Ref. [94], where two vertical symme-
try planes were identified to reduce the simulation to one-quarter of the
cavity. Our cavity can be considered sufficiently symmetric along these
planes as care was taken to symmetrize the design along the z-axis. As
the two symmetry planes restrict any horizontal movement, only restric-
tion along the y-axis by the remaining mounting point is required. Here
it must be noted that the boundary surface defined in Ref. [94] over-
constrains the simulation, as the whole upper half of the circular blind
hole was restricted for vertical movement. This boundary condition re-
stricts any rotation over the mounting points along the x and z-axis at
the point of support, while this movement is unrestricted in the actual
situation. In our simulation, we take a point as the support contact as
this allows rotation along all directions and better replicates the actual
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situation.

Before starting the simulations on our design, we first replicated the
study of Nazarova et al. [94] by redrawing their cavity and performing
similar simulations. We indeed found identical results, confirming the
settings in the FEM simulation. In the simulation of our design, we
defined 3 points on the mirror surface along the vertical midplane to
track the movement along the z-direction when the cavity undergoes a
static acceleration of -1 m/s2 along the z-axis (Fig. 3.7). The support
point was defined at the exact center point of the half-dome cut-out
(Fig. 3.9). Optimum positions for dimensions d = 116.44 mm and a =
11.11 mm for when both cavity length expansion and mirror tilt are near
zero were found by performing parametric sweeps iteratively (Fig. 3.8).
However, these simulation results are unique to this specific design.

3.6.1 3-axis spring mount

To provide reliable and flexible support at the anticipated support points,
a novel spring mount was designed which has flexibility and spring ac-
tion along all degrees of freedom (Fig. 3.9). A custom-made conical
spring rod of stainless steel provides spring action along the y-axis and
z-axis, while a combination of two opposing compressed clover dome
springs provides spring action and a compressive force along the x-axis.
A constant compressive force along the x-axis is necessary as this guides
and presses the PEEK supports into the center of the half-circular cut-
out support point of the cavity, providing a reliable and well-defined
mounting point. Secondly, when cooling to cryogenic temperatures, the
differential thermal expansion of materials requires a level of flexibility
at the supports. This is acquired by pre-loading the frontward-facing
clover dome spring with a tension bolt, which pushes the plunger of the
spring wire forward inside the barrel. An ordinary compression spring
provides some initial compressive force during installation but becomes
fully compressed and obsolete when the system is tuned.

To compensate for the expected bending of the spring rods after sup-
porting the cavity with an expected deflection of nearly 0.5 mm, the
spring wires are mounted at an upward angle of 1.5◦. This results in a
normal incident support angle to the cavity yz-plane at the end of the
spring wires. Secondly, the spring rods are tilted inward horizontally
with a 2.5◦ angle to avoid a point of instability as the stronger clover
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Figure 3.9: Technical illustration of a cut-through of both the cavity (light-blue) and
primary-shield (turquoise) along the cavity supports. It shows the cavity in the center
supported by the spring-mount design. The spring-mount base (orange) is mounted
to the primaryshield, in which two compressed cloverdome springs (magenta) holds
the spring-rod mount (yellow). The stainless steel spring rod (blue) is pre-compressed
with a compression spring (red) from the backside. At the tip of the spring rod is a
circular PEEK spacer (pink), providing a smooth support contact with the cavity at
its anticipated support point (green point).

dome springs can deflect the spring rods sideways when all supports are
at normal incidence to the z-axis (Fig. 3.10).

3.7 Cavity shields and supporting structures

3.7.1 Primary shield

The cavity is housed inside a surrounding encapsulating structure called
the primary shield (Fig. 3.9 and 3.10). The spring mounts are directly
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Figure 3.10: Technical illustration of a top-view midplane cut-through of the complete
cavity assembly with supporting structure, consisting of the cavity, primary-shield,
and secondary-shield. The 4 spring rods are facing slightly inwards. At the top side
of the image is the thermal connection towards the cryo-cooler, consisting of a copper
block with a thermistor and cartridge heater and flexible thermal link. The thermal
link is clamped by a PEEK clamp (pink) to the secondary shield to dampen the
remaining vibrations. Visible in the bottom half of the secondary shield are the four
positioning rods with the eddy-current dampeners.

mounted onto this structure and cause the cavity to be fully lifted in-
side the primary shield, ensuring mechanical and thermal decoupling.
The primary shield itself is a hollow cylinder of 120 mm in diameter,
450 mm in length, and made of aluminum. A flexible thermal link to
the cavity is made at the right side in Fig. 3.11, where the connection
towards the cryocooler is situated at the opposing end through a copper
interconnection piece which houses both a PT100 temperature sensor
and cartridge heater (see also top of Fig. 3.10). This interconnection
point is also where the temperature stabilization will take place through
a PID feedback loop. As the primary shield is situated in between the
temperature-stabilized thermal interconnection point and the thermal
linkage to the cavity, the heat capacity of the shield acts as a ther-
mal low-pass filter for the cavity. The effect of this low-pass filtering is
studied in the following section.

The flexible vacuum connection of the cavity is decoupled at the pri-
mary shield to a rotating flange before proceeding further with a second
flexible bellow (Fig. 3.11). This angled flange of stainless steel is pressed

69



3. Vibration insensitive cryogenic cavity design for
cavity-enhanced saturation spectroscopy

by a wave spring into a similarly angled bronze bushing and lubricated
with Apiezon® N. The rotary mount provides mechanical decoupling
of the cavity vacuum connection from the environment by a strong in-
terconnection with the primary shield, while providing the necessary
rotational degree of freedom along the axis of the bellow.

As the primary shield fully covers the cavity, except for the optical en-
trance and exit hole, it serves as a radiation shield from the room tem-
perature environment. The whole primary shield assembly is wrapped in
5 layers of aluminum-coated mylar foil and polyester netting to provide
separation between the mylar layers.

3.7.2 Secondary shield

The primary shield is mounted inside a secondary structure, called the
secondary shield (Fig. 3.11 and 3.12). This structure is at room tem-
perature but still acts as a low emissivity shield as the inward-facing
surfaces are provided with a layer of highly reflective aluminum-coated
mylar. The primary shield itself is levitated by two thin stainless steel
rods of 1.5 mm diameter, acting simultaneously as a thermal insula-
tor. These upward-facing rods are supported by two multiwave springs
to provide additional dampening of the cavity assembly and mounting
flexibility due to the significant thermal contraction of the primary shield
and the stainless steel rods. Multiwave springs are specifically chosen
for this situation as these exhibit a combination of a decent low spring
constant with a long actuation length, while simultaneously being wider
than their length; making them mechanically stable. The total weight of
the primary shield is estimated at around 13 kg, which combined with
the spring constant of 18.9 N/mm results in a mechanical resonance
frequency of around 9 Hz for the vertical direction. Additionally, 4
multi-wave spring-loaded positioning rods facing downward with a 120◦

outward facing angle are included to have a higher degree of mounting
accuracy as otherwise, the cryogenic assembly will move upwards under
the thermal contraction. These additional downward-facing positioning
rods also provide better positional accuracy as they restrict an otherwise
undampened pendulum.

Common methods of dampening are incompatible as the original de-
sign intended to allow pre-cooling of the secondary shield with liquid
nitrogen, which excludes the use of ordinary materials like Viton or
Sorbothane. Next to that, the resulting contraction of the cryo-cooled
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Figure 3.11: Technical illustration of a front-view midplane cut-through of the com-
plete cavity assembly with supporting structure, consisting of the cavity, primary-
shield, and secondary-shield. The whole assembly is supported at the bottom by a
V-mount structure, consisting of 4 PEEK sliding pads (pink) and a central reference
cilinder (pink). The two stage vacuum feedthrough is visible in the top center, con-
sisting of a series of two flexible bellows and rotatable flange design to allow rotation
along the bellow axis.
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Figure 3.12: Technical illustration of a three-quarter view of the complete cavity
assembly. Visible is the whole mounting structure down from the optical table level
until the spring-rod mounted cavity.

assembly necessitates the use of a dampener that does not induce a force
for a positional change. Therefore, we included custom-designed mag-
netic dampeners, which work by the eddy current effect induced in the
conductor surrounding the moving magnet. These dampeners are par-
ticularly suited for cryogenic applications as typically the conductivity
of the relevant conductor and the magnetic field of the permanent mag-
net both increase when cooling down. The two permanent neodymium
magnets were mounted in line with the stainless steel rods and with the
poles facing each other, as this creates a stronger outward-facing mag-
netic field toward the surrounding copper cylinder. No specific calcula-
tions were performed to design these dampers, but from tests at room
temperature using a high-speed camera, it was found that the decay
time of the oscillation was roughly halved compared to the undamped
situation.

The vacuum feedthrough towards the cavity is again decoupled at the
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secondary shield by an identical rotation allowable mount. This gives
the vacuum connection to the cavity full flexibility along all degrees
of freedom, without inducing any disturbance or remaining net force
from the rigid metal bellow hose connection to outside the main vacuum
chamber.

3.8 Cryocooler assembly, vibration isolation
and temperature control

The cryocooler used in this study is a thermo-acoustic sterling cryocooler
(Rix Industries Qdrive 2S132K-FAR). While the single thermodynamic
cycle only allows cooling down to 40 K as a limit, the advantage is the
lack of vibrations and noise normally present with pulsed tube cryocool-
ers. The dual-opposed motor/piston design within the pressure wave
generator is balanced, reducing vibration and noise, and is separated
from the static coldhead by a flexible bellow hose to further reduce
vibrations. Next to the reduced amplitude of vibration, the system op-
erates at a relatively high frequency of 60 Hz. This allows for the con-
venient use of spring-mass dampeners to further reduce the remaining
vibrations.

The cryocooler coldhead is situated on an external frame next to the
setup and optical table (Fig. 3.13), while the cryocooler pressure wave
generator is installed on a separate frame, which is dampened from the
ground. The shared vacuum of the coldhead with the setup for the re-
quired insulation is vibrationally decoupled through two stages of bellow
connections to acquire full flexibility in all degrees of freedom. The first
bellow isolation stage is a combination of two opposite balanced bellows
around a spring-levitated vacuum cube, situated vertically directly un-
derneath the cryocooler coldhead. The second bellow below the vacuum
cube is connected to the turbo pump (Pump speed - 80 l/s) responsible
for maintaining the vacuum. As both bellows are identical, the force
resulting from the vacuum cancels out and the centered cube becomes a
spring-mass system solely determined by the four springs levitating the
vacuum cube. The resulting resonance frequency is around 9 Hz, signif-
icantly reducing the transmission of the vibrations from the cryocooler.

A second bellow isolation stage connects the spring-levitated vacuum
cube with the main vacuum chamber on the optical table. The signif-
icant vacuum force is balanced by three compression springs situated
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around the bellow in between the vacuum cube and a custom-made
flange of the main vacuum chamber. The custom-made flange, to which
the compression springs and bellow are attached, is mounted with heavy
brackets directly to the optical table as well as to the vacuum chamber.
These heavy brackets ensure a direct and mechanical rigid connection to
the optical table to ensure the whole mass of the table can be effectively
utilized for the vibrational damping.
The thermal connection is achieved by use of flexible thermal links.
A first link is present directly underneath the cryocooler coldhead to
connect to a copper rod to ensure a proper thermal link to the main
chamber, where it is connected to the primary shield by a second flexi-
ble thermal link. This copper rod is mounted inside an aluminum tube,
providing a low-emissivity environment. The rod is strongly mounted
to this aluminium tube, but allows free movement by the expected ther-
mal contraction by PEEK sliders at the coldhead side, while keeping
positional reference at the setup side.
The whole cryogenic assembly is within a shared vacuum of low 10−7

mbar pressure for thermal insulation, which is separate from the vacuum
inside the cavity itself.
Direct temperature control of the cavity resonator itself is not possible
if high-frequency stability at drift rates well below a kHz/s is desired,
as typically thermal control and resolution is limited at the mK level.
Therefore, we perform temperature control at the thermal connection
point from the coldhead to the primary shield (Fig. 3.10), which is stabi-
lized at mK level using a cryogenic PID controller (Cryocon 24c). This
benefits from the thermal low-pass characteristics of the heat capacity
of the primary shield with the limited thermal conductance to the cav-
ity. FEM simulations in Comsol Multiphysics show that dampening is
achieved to ensure stability well below 100 Hz/s drift rate. However, the
effect of thermal drift of the outer environment such as the laboratory is
not included in this simulation and could influence the thermal stability
long-term.
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Figure 3.13: Technical illustration of a midplane cutthrough of the complete cav-
ity setup including the cryocooler. Visible is the complete vibration isolation of
the cryo-cooler from the optical table and setup. The first vibration isolation stage
(green) consists of two opposing balanced bellows. The second vibration isolation
stage (orange) is a combination of a flexible bellow, compression springs, and sor-
bothane dampeners (magenta) and is rigidly mounted to the optical table through a
heavy bracket (blue). Both stages combined provides full flexibility and isolation in
all degrees of freedom. The cryocooler motor is situated again in a separate frame
detached from the cryo-cooler coldhead frame. The coldhead is connected to a copper
conductive rod through a flexible copper strap. This long copper rod is housed inside
a radiation shield (light-blue) which are all referenced and mounted with respect to
the optical table side through a supporting frame (blue) and PEEK supports (pink).
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3.9 Cavity operation and performance

3.9.1 Cryogenic performance

The complete mass of the cryogenic assembly is around 10 kg of mostly
aluminum components. This results in a cool-down time of roughly
three to four days, depending on the required level of thermalization
and desired operating temperature. At maximum cooling power of the
cryo-cooler the cavity can reach a lower limit of 55 K. However, a slow
increase in temperature is observed over time in the course of weeks. It
is suspected that water outgassing and permeation through the rubber
sealings of the vacuum chamber slowly freeze down on the cold-shields,
which is known to have a high emissivity already at monolayer levels
[109]. However, when operating at an elevated temperature of around
70 K, the cooling capacity of the cryo-cooler is more than sufficient to
maintain continuous operation for over a year.

3.9.2 Mirror substrates and coating

For saturation spectroscopy, both the enhancement factor (thus the fi-
nesse) and impedance matching must be considered. While an increase
in the finesse directly corresponds to an increase in power and signal
enhancement, it will also affect the impedance matching when the trans-
mission through the high reflective coating is comparable to the summed
roundtrip losses. The impedance matching is highest when the incou-
pling tranmission matches the total roundtrip losses. However, for prac-
tical reasons, both mirrors within a linear cavity are often identical and
therefore the roundtrip losses are always above the transmission of the
incoupling mirror. Therefore, to maintain a reasonable incoupling ef-
ficiency it is important to minimize the additional roundtrip losses as
much as possible.

When approaching or surpassing reflectivities of 99.999% the dominant
loss becomes the scattering loss from the surface roughness of the sub-
strates. This can be minimized by requesting super-polished substrates
with the lowest surface roughness possible. For the anticipated H2 ex-
periment at 1190 nm, we requested such super-polished mirrors with a
finesse of 250,000 (Layertec). Surprisingly, it was found that the finesse
of the cavity even increased upon cooling to 50-70 K to a value of over
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300 000 under cryogenic conditions. This led to incoupling efficiencies
of up to 60% and provided round-trip powers of up to 10 kW.

Another optimization in mirror substrate selection can be found in
choosing a wedged mirror design, where the backside of the mirror has a
small angle compared to the mirror face as this can further suppress un-
wanted parasitic etalons. This is especially important when using mea-
surement techniques such as NICE-OHMS, which are extremely sensitive
to such parasitic etalons. However, it should be noted that a wedged
design is only viable in a design where the front side of the mirror is used
to reference its position, such as in our cavity design. Wedged substrates
were incorporated in the H2 studies.

3.9.3 Linewidth of cavity

The short-term frequency stability determines the instantaneous line-
width of the cavity, which is mainly dictated by vibrations and the
electronic noise from the two piezo amplifiers. Unfortunately, no sta-
ble external reference was available to externally calibrate the cavity
linewidth as this would allow straightforward discrimination between
noise from vibrations and the piezo amplifiers. As an alternative solu-
tion, a molecular resonance was used to have an effective amplitude-to-
frequency discriminator by using NICE-OHMS. For this measurement,
we used the direct NICE-OHMS signal without any derivative detection,
which results in a dispersive lineshape as shown in Fig. 2.1. As the oper-
ation of the piezo amplifier is necessary to tune the cavity to a resonance,
discrimination between the two origins of noise is not straightforward.
Fortunately, the operating frequency of the cryocooler is 60 Hz, while the
dominating noise of the piezo amplifiers is expected at 50 Hz, allowing
some level of discrimination.

The operating wavelength was limited in the range of 1140 - 1230 nm
as the experiment was set up for measurements of the H2 quadrupole
during this calibration. Also the cavity was cooled down to 73 K, which
limits the available benchmark molecules. Methane was the only viable
candidate, of which we selected the strongest reachable transition for
this calibration. Unfortunately, this range was outside the limit of the
frequency comb, so no comb-calibrated spectrum of this specific transi-
tion is available. However, the frequency to signal amplitude slope was
calibrated at 15 MHz/V by using the known response of the piezo.
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Figure 3.14: Determined frequency noise near the center of a sub-Doppler methane
transition using the direct NICE-OHMS signal as an amplitude-to-frequency discrim-
inator. The blue curve represents the raw data with a sampling rate of 900 Hz. The
orange curve has a 1 Hz digital low-pass filter applied to the data.

For the linewidth measurement, the system was in a thermalized state
and the piezo was tuned on the center of the methane resonance. The
signal resulting from the free-running system was recorded for a period
of 10 minutes with a sampling rate of 900 Hz to obtain sufficient data
to determine the frequency noise and acquire a measure of the drift rate
at the timescale of a few minutes (Fig. 3.14). From this time trace it
is visible that the average drift during the 10 minute measurement was
around 20 Hz/s. Notable is the noiseband of around 30 kHz peak-to-
peak. The noise spectral density clearly shows the presence of 50 Hz
noise and harmonics, which are probably due to insufficient low-pass
filtering of the high-voltage piezo amplifier.

The recent rearrangement of moving both the 395 Hz dither frequency
and frequency locking to the frequency comb to the single-stack piezo
through the low-noise low-voltage amplifier will allow strong low-pass
filtering of the high-voltage amplifier for future measurements. How-
ever, no 60 Hz vibrations are observable above the noise-floor within
the spectrum. Also, no change to the noise spectral density occurred
when the cryo-cooler was briefly switched off, proving that the vibration
isolation worked sufficiently.

Applying a low-pass filter to the data to remove the suspected noise from
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Figure 3.15: Frequency noise spectral density curve of the direct NICE-OHMS signal
when tuned to the center of a calibrated Lamb dip of a transition measured in methane
at 73 K.

the piezo amplifier results in a noise band of around 1 kHz in width, but
this is limited by the amplitude noise of detection of the system and
limits a better determination for now. Thus apart from the noticeable
ripple and noise from the piezo amplifiers, the linewidth of the cavity
itself is expected to be well below 1 kHz.

3.9.4 Frequency stability

The long-term frequency stability of the cavity under cryogenic condi-
tion (73 K) was determined by measuring the beat note frequency with
the frequency comb. For this measurement, the cavity was first thermal-
ized sufficiently over a day to avoid any remaining observable thermal
drift on the system. After this warm-up period, the free-running cavity
was logged over 17 hours total to observe the remaining drift rate during
this time (Fig. 3.16). The counter was configured with a 1 second gate
time, which averages any short-term noise of the cavity. However, the
trend is still clearly observable where the maximum drift rate is deter-
mined at 33 Hz/s. The observed noiseband is solely determined by the
frequency comb, which is known to have a short-term stability of around
10 - 20 kHz at second timescale. This clearly shows that the scanning
resolution of the system is currently limited by the short-term stability
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of the frequency comb laser.

Figure 3.16: Measured driftrate of the free running cavity with respect to the stabi-
lized frequency comb. The beatnote was measured by using a counter with a 1 second
gate time. The grey marked area is a period when the frequency comb momentarily
had a degraded output spectrum, resulting in lost counts. The inset shows the short-
term instability of the comb of roughly 15 kHz peak-to-peak at 1 second of averaging.
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CHAPTER 4
Sub-Doppler frequency

metrology in HD for test of
fundamental physics

Abstract

Weak transitions in the (2,0) overtone band of the HD
molecule at λ = 1.38µm were measured in saturated absorption
using the technique of noise-immune cavity-enhanced optical het-
erodyne molecular spectroscopy. Narrow Doppler-free lines were
interrogated with a spectroscopy laser locked to a frequency comb
laser referenced to an atomic clock to yield transition frequencies
[R(1) = 217 105 181 895 (20) kHz; R(2) = 219 042 856 621 (28) kHz;
R(3) = 220 704 304 951 (28) kHz] at three orders of magnitude im-
proved accuracy. These benchmark values provide a test of QED
in the smallest neutral molecule, and open up an avenue to resolve
the proton radius puzzle, as well as constrain putative fifth forces
and extra dimensions.

This chapter is based on: Sub-Doppler frequency metrology in HD for test of
fundamental physics, F.M.J. Cozijn, P. Dupré, E. J. Salumbides, E.J. Salumbides,
K. S. E. Eikema and W. Ubachs, Physical Review Letters 120, 153002 (2018)
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4.1 Introduction

Molecular hydrogen, the smallest neutral molecule, has evolved into
a benchmark quantum test system for fundamental physics now that
highly accurate measurements challenge the most accurate theoretical
calculations including relativity and quantum electrodynamics (QED)
[2, 3], even to high orders in the fine structure constant (up to mα6)
[110]. The measurement of the H2 dissociation energy [111] was a step
in a history of mutually stimulating advancement in both theory and
experiment witnessing an improvement over seven orders of magnitude
since the advent of quantum mechanics [112]. Accurate results on the
fundamental vibrational splitting in hydrogen isotopologues [35], with
excellent agreement between experiment and theory, have been exploited
to put constraints on the strengths of putative fifth forces in nature [7]
and on the compactification of extra dimensions [8].

A straightforward strategy to obtain accurate rovibrational level split-
tings in the hydrogen molecule is to measure weak quadrupole transi-
tions, as was done for H2 in the first [27] and second overtone band
[26, 113], as well as in the fundamental [114] and overtone [32, 115]
bands of D2. In the heteronuclear isotopologue HD, exhibiting a charge
asymmetry and a weak dipole moment [116], a somewhat more intense
electric dipole spectrum occurs, first measured by Herzberg [18]. The
dipole moment of the (2,0) band is calculated at 20 µD [117], in reason-
able agreement with experiment [30, 118]. Accurate Doppler-broadened
spectral lines in the HD (2,0) band were reported using sensitive cavity
ring down techniques [30]. These lines exhibit a width in excess of 1 GHz
at room temperature, which challenges the determination of centre fre-
quencies in view of various speed-dependent collisional broadening and
shifting phenomena [119]. Careful line shape analysis has led to accu-
racies of ∼ 30 MHz, in accordance with the ab initio calculated values
[120].

4.2 Experiment

Here we report on the implementation of an absorption technique that
combines the advantages of frequency modulation spectroscopy for noise
reduction and cavity-enhanced spectroscopy for increasing the interac-
tion length between the light beam and the sample. This extremely sen-
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Figure 4.1: Experimental setup. The spectroscopy laser (ECDL) is sent through a
modulator (EOM) to impose both fPDH and fFSR modulations. fPDH is used to
stabilize the laser (carrier) frequency to the optical cavity (also the HD absorption
cell) and fFSR to generate sideband frequencies that are resonant to adjacent cavity
modes. The spectroscopy laser is locked to a Cs atomic clock via an optical frequency
comb laser for long-term stabilization. Additional cavity-length dither modulation
fdith is applied for lock-in detection of the HD saturated absorption signals.

sitive technique, known as Noise-Immune Cavity-Enhanced Optical Het-
erodyne Molecular Spectroscopy (NICE-OHMS) [42, 43, 90, 121], was
applied to molecular frequency standards [122] and to precision measure-
ments on molecules of astrophysical interest [65]. In the present study,
weak electric dipole transitions in HD have been saturated, allowing for
a reduction in linewidth, that is almost four orders of magnitude nar-
rower than the Doppler-broadened lines previously reported [30]. The
experimental scheme is depicted in Fig. 4.1, where the spectroscopy laser
is simultaneously locked to the stable optical cavity, and also to a Cs-
clock-referenced frequency comb laser to provide an absolute frequency
scale during the measurements.

The 48.2-cm long high-finesse (finesse ∼ 130 000) cavity comprises a pair
of curved high-reflectors (Layertec, 1-m radius of curvature), with one of
the mirrors mounted on a piezoelectric actuator. This stabilized optical
cavity also provides short-term frequency stability to the spectroscopy
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laser, and transfers the absolute accuracy of the frequency standard.
The setup provides an intracavity power in the order of 100 W that is
sufficient for saturating HD transitions, while the equivalent absorption
path length amounts to ∼ 40 km. The cavity itself is enclosed within
a vacuum chamber, which can be pumped and filled with the HD gas
sample, that is inserted through a liquid-nitrogen cooled trap for purifi-
cation.

The laser source (ECDL, Toptica DL Pro) operating around 1.38µm is
mode-matched and phase-locked to the optical cavity. The laser beam
is fiber coupled and split, with one part for the frequency calibration
and metrology, while the main part is phase-modulated through a fiber-
coupled EOM (Jenoptik PM1310), allowing for the simultaneous mod-
ulation of two frequencies fPDH ∼ 20 MHz and fFSR ∼ 310 MHz. The
beam reflected from the cavity is collected onto an amplified photore-
ceiver, the signal of which is divided for locking both the laser frequency
fopt via the Pound-Drever-Hall (PDH) scheme [123] and the cavity free
spectral range frequency fFSR with the DeVoe-Brewer scheme [80]. The
beam transmitted through the cavity is collected with another high-
speed photoreceiver, with the amplified signal demodulated at fFSR in
a double-balanced mixer. The resulting dispersive NICE-OHMS sig-
nal is sent to a lock-in amplifier to extract the 1f signal component at
the dither frequency fdith ∼ 430 Hz with a peak-to-peak amplitude of
80 kHz. The noise equivalent absorption for the setup is estimated to
be 1× 10−12/(cm

√
Hz).

The long term frequency stability and accuracy of the system is ob-
tained by beating the spectroscopy laser with a frequency comb (Menlo
Systems FC1500-250-WG) stabilized to a Cs clock frequency standard
(Microsemi CSIII Model 4301B). The acquired beatnote frequency fbeat
is measured by an RF counter, and it is used to generate the steering
signal for locking the cavity length, thereby tuning the laser frequency
fopt, which is determined via:

fopt = fceo + n× frep + fbeat, (4.1)

where fceo = 20 MHz is the carrier-envelope frequency offset of the
frequency comb laser, frep ∼ 250 MHz is its repetition rate, and n ∼
8.7× 105 is the mode number. The absolute frequency of fopt is deter-
mined with an accuracy better than 1 kHz.
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4.3 Results and discussion

4.3.1 Measurements of the R(1), R(2), and R(3) lines

The R(1) transition was recorded at different pressures (see Fig. 4.2),
where each curve is an average of 4 to 7 scans. A typical scan takes
about 12 minutes, with frequency intervals of 12.5 kHz, and with each
data point averaged over 6 seconds. Fig. 4.3 displays weaker resonances,
where the R(2) spectrum is an average of 12 scans and that of R(3) an
average of 5 scans.
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Figure 4.2: Recordings of the HD (2,0) R(1) line for three different pressure conditions
averaging 5 scans for 2.0 Pa, 7 scans for 1.0 Pa, and 4 scans for 0.5 Pa. The solid (red)
lines are fits using a line shape function based on a derivative of dispersion [43] while
allowing for a baseline slope. The curves have been shifted in the vertical direction
for clarity. In the upper panel a stick spectrum of the hyperfine structure of this
transition is plotted, where the 0-value represents the center-of-gravity.

The assessment of systematic effects was performed primarily on the
R(1) transition, where the signal-to-noise ratio is the highest. The R(1)
transition frequency was measured at different pressures in the range
0.5 − 5.0 Pa (some shown in Fig. 4.2) displaying widths in the range
150 − 400 kHz (see Fig. 4.4(b)). This allowed the determination of a
pressure-dependent shift coefficient at −9(3) kHz/Pa (see Fig. 4.4(a))
and for extrapolation to a zero-pressure transition frequency for R(1).
This collisional shift coefficient is an order-of-magnitude larger (but with
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Figure 4.3: Saturation spectra of the R(2) and R(3) transitions of the HD (2,0)
overtone band at 1 Pa pressure. [R(2): 12-scan average; R(3): 5-scan average]

similar sign) compared with coefficients for H2 obtained from studies
(e.g. [26]) involving pressures higher than kPa. For R(2) and R(3) tran-
sitions measured at 1 Pa, a pressure shift correction of −9 kHz was
applied. This seems appropriate in view of the study on H2 [113] and
D2 [32], where it was shown that the collisional shift parameters only
slightly depend on rotational quantum number.

As seen in Fig. 4.2, there is an increase in line shape asymmetry with
increasing pressure to which several effects, associated with line broad-
ening can contribute. This asymmetry ultimately limits the present
determination of the transition center to an accuracy of ∼ 1/5 of the
observed resonance width. We adopt a phenomenological approach to
assess line shape profiles by Gaussian and Lorentzian functions, and a
function based on a derivative of dispersion [43] (plotted in Figs. 4.2
and 4.3), as well as linear baseline fits. The baseline variation from
scan-to-scan can be attributed to residual amplitude modulation. For
the R(1) line, all fits converge to a transition center within 15 kHz from
each other, while a convergence to 20 kHz is found for the weaker tran-
sitions.

4.3.2 Systematic effects

Saturation spectroscopy in a cavity leads to a photon recoil doublet that
is symmetric to the recoil-free transition center [73]. For the HD (2,0)
transitions at 1.38 µm, the recoil shift is 34 kHz, resulting in a doublet
splitting of 68 kHz but not producing a systematic shift. At half the
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Figure 4.4: Pressure-dependent frequency shift (a) and broadening (b) of the R(1)
transition in the 0.5 to 5 Pa pressure range. Note that for the broadening the apparent
width is plotted, measured via 1f -modulation of the NICE-OHMS signal (see text).

intracavity laser power, no significant shift of the line center is observed,
and we estimate an upper limit of 10 kHz for the power-dependent or
ac-Stark shift. The second-order Doppler shift is calculated to be 1 kHz
for a most probably velocity of 700 m/s (see below).

The collisional or pressure broadening, plotted in Fig. 4.4(b) for the R(1)
line, follows a linear behavior with a slope of 70(7) kHz/Pa. It is remark-
able that the linear trend extends even to the lowest pressure of 0.5 Pa
at which the width is 150 kHz (FWHM). The linewidth of 150 kHz and
the values presented in Fig. 4.4(b) correspond to widths that are artifi-
cially narrowed by the 430 Hz frequency modulation and the associated
detection of the 1f derivative on the lock-in detector. Modeling of this
phenomenon confirms that the recorded width of 150 kHz translates to
a true FWHM linewidth of around 300 kHz for the absorption feature.
The recoil doublet splitting of 68 kHz, a Rabi frequency of 20 kHz for
the different transitions at peak intensity [124, 125], and the hyperfine
sub-structure must contribute to this linewidth. The latter also con-
tributes to the asymmetry (see Fig. 4.2 and text below). An absorption
width of 300 kHz is more than three times less than the transit-time
rate (FWHM) of 1.3 MHz for HD molecules at room temperature and
for the laser beam waist of 450 µm [124, 125]. Similar observations of
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Table 4.1: List of corrections ∆f and uncertainty estimates σf in units of kHz for
the transition frequencies.

R(1) R(2), R(3)
Contribution ∆f σf ∆f σf

line fitting 0 15 0 20
pressure shift1 0 3 -9 6
2nd-order Doppler 1 1 1 1
ac-Stark shift 0 10 0 10
frequency calibration 0 < 1 0 < 1

subtotal systematic 1 19 -8 23
statistics 0 10 0 15

total 1 20 -8 28

strongly reduced linewidths below the transit-time rate have been shown
in methane [126, 127] and acetylene [43], where it was attributed to the
dominant contribution of slow-moving molecules in the saturation sig-
nal. Even if the entire width of 300 kHz is attributed to transit-time
broadening, this would correspond to a most probable speed of 720 m/s.
However, in view of the other linewidth contributions discussed above,
the most probable velocity may be even lower.

The hyperfine structure of the v = 0 levels in HD was investigated
by Ramsey and coworkers using molecular beam resonance techniques
[128, 129]. Ab initio calculations of hyperfine constants for v = 2 and
v = 0 levels in HD [130], at most differing at 6.5% between vibrational
levels, are found to be in good agreement with experiment for v = 0
[128]. Based on this the hyperfine sub-structure of the R(1) transi-
tion, composed of 21 components, was calculated and represented by a
stick spectrum plotted in the upper panel of Fig. 4.2. While the entire
hyperfine structure covers a range of 500 kHz, the three most intense
hyperfine components fall within a span of 100 kHz around the centre-of-
gravity, demonstrating that the observed effective linewidth of 300 kHz
is compatible with the hyperfine sub-structure. From this clustering of
strongest components around the zero position (see Fig. 4.2) we con-
clude that the hyperfine structure does not shift the centre frequency of
the transition significantly. However, some asymmetry of the line shape,
and possibly the back-ground slope, might be due to the unresolved hy-
perfine structure [131].

1R(1) has been extrapolated to zero pressure, while for R(2) and R(3) a correction
is applied based on pressure-shift coefficient of R(1).
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Table 4.2: Comparison of R-branch transition frequencies in the HD (2,0) band ob-
tained from the present study with previous experimental determination ∆exp [30],
and with most accurate ab initio calculations ∆calc [120]. Values are given in MHz
with uncertainties in units of the last digit indicated in between parentheses. See text
for a discussion of the theoretical uncertainty.

Line Study Ref. ∆exp Theory ∆calc

R(1) 217 105 181.895 (20) 217 105 192 (30) −10 217 105 180 2
R(2) 219 042 856.621 (28) 219 042 877 (30) −20 219 042 856 1
R(3) 220 704 304.951 (28) 220 704 321 (30) −16 220 704 303 2

Table 4.1 lists the error budget of the present study. The statistics
entry demonstrates the reproducibility of measurements performed on
different days, in some cases after realignment, with the best statistics
at 10 kHz obtained for R(1). We estimate a total uncertainty, includ-
ing systematics, of σf = 20 kHz for the R(1) transition frequency, and
σf = 28 kHz for the R(2) and R(3) resonances. Resulting transition fre-
quencies of the R(1), R(2), and R(3) lines are listed in Table 4.2. These
values are compared to results of the previous experimental determina-
tion by Kassi and Campargue [30] obtained under Doppler-broadened
conditions, showing good agreement, with the present results represent-
ing a three order of magnitude improvement in accuracy. Theoretical
level energy calculations by Pachucki and Komasa [120] were claimed to
be accurate to 30 MHz, but values were provided to 3 MHz (10−4 cm−1)
accuracy. Since we compare with the energy splittings between v = 0
and v = 2, the theoretical transition frequencies in Table 4.2 should be
more accurate because of cancellations in various energy contributions.
This assessment of the calculation uncertainty is supported by the ex-
cellent agreement between our measurements and the theoretical values
that is better than 2 MHz.

4.4 Conclusion

The 30-kHz absolute accuracy (10−10 relative accuracy) achieved in this
study constitutes a thousand-fold improvement over previous work and
demonstrates the first sub-Doppler determination of pure ground state
transitions in HD, and in fact in any molecular hydrogen isotopologue.
The experimental results challenge current investigations in first prin-
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ciples relativistic and QED calculations of the benchmark hydrogen
molecules [3, 110, 120, 132]. When such calculations reach the same
accuracy level as the experiment there is a potential to constrain the-
ories of physics beyond the Standard Model, as was shown previously
[7, 8]. The finite size of the proton contributes ∼ 300 kHz to the H2 (3,0)
overtone transition [133] and a similar contribution is expected for the
HD transitions investigated here. If theory and experiment reach the
kHz accuracy level, this will allow for a determination of the proton size
to 1% accuracy. Along with complementary investigations in the elec-
tronic [134] and muonic hydrogen atoms [135], neutral and ionic molec-
ular hydrogen [136], the HD overtone determinations may contribute
towards the resolution of the conundrum known as the proton-size puz-
zle.
Note added in revision. After submission of this manuscript we were
informed about the outcome of a measurement of the HD R(1) line by
Lamb-dip cavity ring down spectroscopy by the Hefei group [50], deviat-
ing by 900 kHz from our result. In an attempt to find the origin of this
discrepancy, both groups measured a stronger R(4) line in C2H2, yield-
ing 217 043 458 139 (6) kHz at Amsterdam and 217 043 458 146 (8) kHz
at Hefei. This agreement demonstrates that the discrepancy is not due
to differences between spectroscopic techniques, nor in metrology issues
like locking of lasers or beat-note measurements. In our laboratory we
found no difference, when the C2H2 line was measured with and with-
out the option of low-frequency modulation and lock-in detection, thus
demonstrating that this mode of operation has no effect on the line cen-
ter frequency. In addition, the measurement of the HD R(1) transition
with linear and with circular polarization in the cavity, resulted in the
same transition frequency, proving that optical pumping does not play
a role.
The authors wish to thank Prof. J. Gauss (Mainz) for a calculation of
hyperfine constants in HD v = 0 and v = 2 levels. PD is supported
by the CNRS. WU acknowledges the European Research Council for
an ERC-Advanced grant under the European Union’s Horizon 2020 re-
search and innovation programme (grant agreement No 670168).
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CHAPTER 5
Rotational level spacings in

HD from vibrational
saturation spectroscopy

Abstract

The R(1), R(3) and P(3) ro-vibrational transitions in the
(2-0) overtone band of the HD molecule are measured in Doppler-
free saturation using the technique of NICE-OHMS spectroscopy.
For the P(3) line, hitherto not observed in saturation, we report a
frequency of 203 821 936 805 (60) kHz. The dispersive line shapes
observed in the three spectra show strong correlations, allowing
for extraction of accurate information on rotational level spacings.
This leads to level spacings of ∆(J=3)−(J=1) = 13 283 245 098 (30)
kHz in the v = 0 ground state, and ∆(J=4)−(J=2) =
16 882 368 179 (20) kHz in the v = 2 excited vibration in HD. These
results show that experimental values for the rotational spacings
are consistently larger than those obtained with advanced ab ini-
tio theoretical calculations at 1.5σ, where the uncertainty is deter-
mined by theory. The same holds for the vibrational transitions
where systematic deviations of 1.7-1.9σ are consistently found for
the five lines accurately measured in the (2-0) band.

This chapter is based on: Rotational level spacings in HD from vibrational
saturation spectroscopy, F.M.J. Cozijn, M.L. Diouf, V. Hermann, E.J. Salumbides,
M. Schlösser and W. Ubachs, Phys. Rev. A 105, 062823 (2022)
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5. Rotational level spacings in HD from vibrational
saturation spectroscopy

5.1 Introduction

The spectroscopic investigation of the hydrogen molecule and its iso-
topologues has played a crucial role in the advancement of quantum
mechanics in the molecular domain. The HD isotopologue, observed
via its vacuum ultraviolet spectrum immediately after its production
and purification [16, 137], undergoes breaking of inversion symmetry,
also referred to as g - u symmetry breaking, giving rise to spectroscopic
phenomena that are not observed in the homo-nuclear species H2 and
D2 [138]. One of the special features is the occurrence of a dipole-allowed
absorption spectrum in HD in connection the small dipole moment aris-
ing from a charge asymmetry in the molecule. Wick was the first to
calculate the intensity of this dipole-allowed vibrational spectrum [139]
and Herzberg first observed overtone lines combining high-pressure cells
with multi-pass absorption [18]. The vibrational spectra of the funda-
mental [140] and overtone bands [21] were later investigated in more
detail and at higher accuracy. In the past decade cavity-enhanced tech-
niques in combination with frequency-comb calibration were employed
to investigate the spectrum of the (2-0) band of HD [30]. For a litera-
ture compilation of the vibrational spectra of HD we refer to Ref. [141].
The pure rotational spectroscopy of HD, also connected to the dipole
moment, was first probed by Trefler and Gush [142], while later more
precise spectroscopic measurements were performed [23, 24, 143, 144].

Recently, saturation spectroscopy of R-lines in the (2-0) overtone band
was demonstrated [50, 145], to yield linewidths much narrower than
in the Doppler-broadened spectroscopies performed previously. These
studies led to accuracies at the 20 kHz level, but the modeling of ob-
served lineshapes appeared to be a limiting factor. In the Amsterdam
laboratory subsequent measurements with the NICE-OHMS (Noise-
Immune Cavity-Enhanced Optical-Heterodyne Molecular Spectroscopy)
technique were carried out and the dispersive-like line shape was inter-
preted in terms of an Optical Bloch equation (OBE) model including
underlying hyperfine structure and crossover resonances in the satura-
tion spectrum [51, 146]. The Hefei group extended their studies on the
observation of a dispersive line shape, which was interpreted as a Fano
line shape [52]. The uncertainties associated with the observed line-
shape remain to be a dominating factor and hinder full exploitation of
the extreme resolution of the saturation technique, and the determina-
tion of transition frequencies at the highest accuracy. The molecular-
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beam double-resonance study of the R(0) line of the (1-0) fundamental
of HD by Fast and Meek [36] does not suffer from this short-coming,
yielding a vibrational splitting in HD at the level of 13 kHz, the most
accurate to date. Vibrational splittings in the (1-0) fundamental have
also been determined via laser-precision studies in molecular beams and
the measurement of combination differences in Doppler-free electronic
spectra [147]. The Caserta group applied cavity-enhanced methods for
linear absorption spectroscopy of the R(1) line in (2-0). Even though
the line is of GHz width an accuracy of 76 kHz is obtained through
advanced modeling of the Doppler-broadened line shape [148, 149].
The goals of precision spectroscopy on the hydrogen isotopologues have
surpassed the targets of molecular physics. These smallest neutral molec-
ular species have become benchmark systems for probing physics be-
yond the Standard Model [6], searching for fifth forces of various na-
ture [7, 150] and for higher dimensions [8]. The searches for new physics
depend on the availability of highly accurate ab initio computations of
the level structure of the hydrogen molecules. In the past decade the
boundaries in this area have been pushed, and currently highly accurate
level energies are produced in 4-particle fully variational calculations
of the relativistic motion in the molecules, augmented with calcula-
tion of quantum-electrodynamic corrections up to level mα6 [5, 151,
152]. The results of the ab initio calculations are available through the
H2SPECTRE on-line program [153].
A comparison between the recent accurately measured vibrational tran-
sition frequencies with those computed from the H2SPECTRE code re-
veals a systematic offset of 1 MHz for the (1-0) band and 2 MHz for the
(2-0) band. The deviations extend very much beyond the uncertainties
established in the experiments, but remain at the level of 1.7σ, when
the uncertainty of the calculations is taken into account. In order to
investigate the origin of these discrepancies we target measurements, by
means of saturation spectroscopy, of combination differences between
vibrational lines in the (2-0) band.
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saturation spectroscopy

5.2 Experiment and results

5.2.1 NICE-OHMS experimental layout

In the experiment, the NICE-OHMS setup at the Amsterdam labora-
tory is used to perform saturation spectroscopy of the R(1), R(3) and
P(3) lines of HD at wavelengths near 1.4µm. Details of the setup were
described in previous papers on the spectroscopy of HD [51, 145, 146]
and specific settings of the present experiment are similar. A notewor-
thy detail is that a new diode-laser and high-reflectivity mirrors are
used to reach the P(3) wavelength, while the measurements of the R(1)
and R(3) lines are performed with existing components. The essentials
remain identical with an intracavity circulating power at the central
carrier frequency fc of about 150 W, while the sidebands at fc ± fm
are modulated at fm = 404 MHz delivering circulating powers of 2
W. The diode-laser is locked to the high-finesse cavity (150,000) via
Pound-Drever-Hall stabilization, where the cavity is locked to a Cs-
clock stabilized frequency-comb laser. This locking sequence leads to a
line-narrowing of the diode laser to around 20 kHz at second time scale
caused by short term vibration-noise and thermal drift of the cavity.
Ultimately, the absolute frequency of the complete measurement data
averages down to below kHz precision due to long term measurements
of over a few hours. This stability allows for effectively averaging over
multiple scans to obtain reasonable signal-to-noise levels. Averages of
around 60 scans with a total measurement time of over 10 hours were
taken to record a spectrum of the weakest P(3) line.

The generic signals produced in direct NICE-OHMS spectroscopy un-
der saturation exhibit a dispersive lineshape, as a result of the side-
band frequency-modulation applied [58, 63]. The application of an addi-
tional low-frequency dither modulation to the cavity length (at 415 Hz)
and demodulation at 1f by a lock-in amplifier, in principle results in
a line shape taking the form of a derivative of a dispersion-like func-
tion. Such symmetric line shapes were indeed detected for saturated
lines of C2H2 [51] and of H2O [154] in the same setup. In Fig. 5.1 rep-
resentative spectra of an HD line, in this case the R(1) line in the (2-0)
overtone band, are compared with spectral recordings of a water line.
This comparison was performed for both 1f and 2f demodulation of the
modulated signal. Details of the applied modulation scheme has been
presented earlier for the 1f signal channel [51], but the used lock-in am-
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Figure 5.1: Spectral recordings of the R(1) line in the (2-0) overtone band of HD in
saturated absorption employing the NICE-OHMS technique. Pressures as indicated
in units of Pa. Recordings are performed using (a) 1f and (b) 2f demodulation. A
comparison is made with the recording of a water line, also at (c) 1f and (d) 2f
demodulation settings. Note the strong difference in line shape, where the water
line represents the generic NICE-OHMS signal shape. The (gray) vertical bar in (a)
and (b) represents the transition frequency of the R(1) line of HD as determined
in a previous experimental saturation study via modelling of the spectral line shape
based on underlying hyperfine structure and including cross-over resonances [51].
The 0.0 value represents a frequency of 217 105 181.901 (0.050) MHz for HD and
217 135 374.644 (0.005) MHz for the H2O

16 line.

plifier (Zurich Instruments HF2LI) can be expanded with an additional
parallel demodulation channel allowing simultaneous measurements of
the 1f and 2f signal channels. This capability has been used in previ-
ous work to detect the 1f and 3f demodulation channels simultaneously,
which resulted in resolving the hyperfine structure of H17

2 O [79].

5.2.2 Asymmetric lineshapes of rovibrational lines in
HD

These spectra and the comparison between HD and H2O resonances as
measured in saturation demonstrate two important aspects. Firstly, the
line shape of the HD resonance in the 1f -recording is asymmetric, unlike
the shape of the water resonance that follows the expected pattern for
NICE-OHMS signals [154]. Similar asymmetric line shapes are observed
for the R(3) and P(3) lines, as presented in Fig. 5.2. This phenomenon of
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Figure 5.2: Recordings of saturated spectra of the R(3) and P(3) (2-0) overtone
lines in HD with NICE-OHMS at 2f -demodulation for pressures of 1 Pa and 2.5 Pa.
The (gray) bars indicate the estimated spin-averaged transition frequencies and their
uncertainties of 100 kHz.

observing unexpected atypical line shapes was discussed in previous pa-
pers on the saturation spectroscopy of HD, either using 1f -demodulation
in NICE-OHMS [51, 145], cavity-ring-down spectroscopy [50], or a vari-
ety of cavity-enhanced techniques [52]. Secondly, the experimental data
show that the 2f -demodulation spectra exhibit a better signal-to-noise
ratio (SNR) than the 1f -demodulated spectra, while the 1f spectra dis-
play a much better SNR than the direct NICE-OHMS spectra. For
these reasons the comparisons and the detailed analyses of rotational
line shifts is based on 2f demodulated spectra in the following.

In Fig. 5.1 the transition frequency of the R(1) line and its uncertainty
are indicated by the (gray) vertical bar. A result for the R(1) transi-
tion frequency was initially reported from a NICE-OHMS study only
considering the Lamb-dip feature and fitting its line center; this proce-
dure resulted in a value then considered to be accurate to 20 kHz [145].
However, in a competing study using cavity-ring-down spectroscopy a
strongly deviating transition frequency was reported [50]. For this rea-
son a systematic study was performed in which the observed complex line
shape, consisting of Lamb-peak and Lamb-dip contributions, was com-
puted via an Optical Bloch Equation (OBE) model from which results a
spin-averaged transition frequency of 217 105 181 901 kHz with an uncer-
tainty of 50 kHz [51]. This is the result displayed by the (gray) vertical
bar in Fig. 5.1. It shows that the modeled center frequency coincides
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Figure 5.3: Level scheme of HD showing how the three lines R(1), R(3) and P(3)
correspond to rotational level spacings in the v = 0 ground and v = 2 excited vibra-
tional level.

rather accurately with the Lamb-peak feature in the 1f NICE-OHMS
signal channel, and with the zero-crossing in the 2f signal channel.

For the R(3) line an accurate result was reported in a previous study [145],
but this was not substantiated with an explicit OBE-model computa-
tion. The P(3) line in the (2-0) overtone band has not been reported
before from a saturation experiment. Based on the finding that the
line shapes of the R(1), R(3) and P(3) lines exhibit similar line shapes
(this paper) it is assumed that the central spin-averaged transition fre-
quencies are all in close proximity of the zero-crossing point in the 2f
spectral features at the lowest pressures. In view of this assumption
the transition frequencies of R(3) and P(3) lines in the observed 2f
spectra are extracted from the zero-pressure extrapolated 2f crossings,
displayed in Fig. 5.2, with an uncertainty bar estimated conservatively
at 100 kHz. Based on the measurements performed at 1.0 and 2.5 Pa,
pressure shifts of -23 kHz/Pa for R(3) and -26 kHz/Pa for P(3) are de-
termined. This leads to values of 220 704 304 963 (100) kHz for R(3) and
203 821 936 786 (100) kHz for P(3).

5.2.3 Extracting rotational level spacings

In Figs. 5.1 and 5.2 it is documented that recorded saturation spectra
for the HD resonances deviate from expected and generic line shapes in
NICE-OHMS. However, visual inspection indicates that the line shapes
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Figure 5.4: Comparison of the 2f demodulated saturation spectra for three lines
in the (2-0) overtone band of HD, all recorded at a pressure of 1 Pa; (a) Compar-
ison for the pair R(1) and P(3); (b) Comparison for the pair R(3) and P(3). Note
that the amplitudes for the corresponding spectra are adapted to match each other.
(c) Results of auto-correlation and cross-correlation calculations for the R(1)-P(3)
pair and (d) for the R(3)-P(3) pair. In panels (e) and (f) fits are made using a cubic
spline interpolation for which residuals are computed and plotted (thin gray line).
The resulting cubic spline functional form is then fitted to the line shapes of the P(3)
lines in (g) and (h). Residuals of the latter are again plotted in gray.
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of the R(1), R(3) and P(3) lines are very similar. This forms the basis
for extracting information on rotational level spacings as illustrated in
Fig. 5.3.
In Fig. 5.4 recordings of 2f -demodulated spectra for the three HD lines
are compared. For quantifying the similarities auto-correlation functions
are computed as well as cross-correlation functions [155] for the pairs
R(1)-P(3) and R(3)-P(3). The resulting cross-correlation curves are
found to mimic the auto-correlations in a near-perfect fashion, with a
peak overlap of 95%. The cross-correlation computations yield values
for the frequency differences ∆ between the line pairs R(1)-P(3) and
R(3)-P(3) representing rotational line spacings in the v = 0 and v = 2
levels.
Because the computation of the cross-correlation does not straightfor-
wardly deliver an uncertainty to the values for the line spacing, the
2f modulated spectra for the R(1) and R(3) lines were subjected to a
standard cubic spline interpolation [156] to produce a functional form
closely representing the data. The cubic spline curves and plotted resid-
uals in Fig. 5.4(e) and (f) show that such cubic splines indeed accurately
represent the experimental data for the R(1) and R(3) lines. These re-
sulting functional forms, g(f), were then used to fit the third P(3) line
in both cases. Aside from adjustment parameters for the amplitude (A)
and zero-level (B) a frequency shift term ∆ between the R(1)/P(3) and
R(3)/P(3) pairs was included, which results in a general fitting function
A · g(f + ∆) +B. The latter fits then delivers values for ∆ as well as an
uncertainty:

∆v=0
(J=3)−(J=1) = 13 283 245 098 (5) kHz

∆v=2
(J=4)−(J=2) = 16 882 368 179 (5) kHz

in the v = 0 ground and v = 2 excited vibrations in HD. While the
results for ∆ are similar as in the computations of the cross-correlations
(deviations as small as 2 kHz and 3 kHz found, respectively), the pro-
cedure based on cubic-spline fitting delivers a statistical uncertainty as
small as 5 kHz for the spacing between the corresponding line pairs.
Systematic effects should be considered that contribute to the error bud-
get for the frequency spacings between lines. The results presented in
Fig. 5.4 pertain to measurements at a pressure of 1 Pa. A similar anal-
ysis was performed for data sets obtained at 2.5 Pa leading to values
for combination differences ∆ within 2 kHz. Indeed, the pressure effects
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Figure 5.5: Stick spectra of hyperfine components for (a) the R(1) line, (b) the
R(3) line; and (c) the P(3) line in the (2-0) overtone band of HD based on the
computations of Ref. [157]. These stick spectra were convolved with 1f -NICE-OHMS
spectral features for each component to yield the curves as plotted.

on level spacings between rotational lines are expected to be small in
view of common-mode cancelation of collisional shifts in the combined
transitions.

In the previous study [145] it was established that power broadening
does play a role in the saturated NICE-OHMS spectroscopy of HD, but
power shifts are constrained to < 1 kHz. Also the frequency calibration
reaches kHz accuracy.

The observed composite line shapes, consisting of Lamb-peaks and Lamb-
dips, were in our previous studies interpreted as resulting from underly-
ing hyperfine structure and cross-over resonances for which a quantita-
tive model was developed based on optical Bloch equations (OBE) [51].
Such an analysis supported by OBE modeling was developed for the R(1)
line. In the derivation of the frequency spacings ∆ it is assumed that
underlying hyperfine structure does not affect the accuracy of this treat-
ment. To assess a possible shift caused by differences in the hyperfine
structure of the three lines the underlying hyperfine structure of all three
lines is compared, based on the computations of Ref. [157]. In Fig. 5.5
stick spectra of hyperfine components in the spectra of R(1), R(3) and
P(3) lines are displayed, convolved with a 1f -demodulated NICE-OHMS
function (a 1f derivative of a dispersive line shape) to produce a final
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width commensurate with the width (Γ = 400 kHz FWHM) obtained in
the auto-correlation functions in Fig. 5.4(c,d). For each of these convo-
luted functions it is computed in how far the line center deviates from
the center-of-gravity of the hyperfine structure, i.e. the deviation for
the spin-averaged frequency. From these calculations it follows that the
center frequencies are shifted from the center-of-gravity of the hyperfine
structure by -20 kHz, -10 kHz and +10 kHz for the R(1), R(3) and P(3)
lines respectively. These shifts are included as systematic uncertainties
in the error budget for the pure rotational line spacings. Hence for the
P(3)/R(3) line pair a contribution of 20 kHz, and for the P(3)/R(1)
pair a contribution of 30 kHz is included as a systematic uncertainty.
These estimates on the uncertainty arising from the underlying hyperfine
structure make this contribution the dominant one.

Having established values for the combination differences between the
pair P(3)/R(1), including uncertainty, this result can be combined with
the accurate result for the transition frequency of the R(1) line based on
the OBE-model [51], yielding the transition frequency 203 821 936 805
(60) kHz for the P(3) line, deviating some 19 kHz from the estimate
based on the 2f crossing point. Further combining the pair P(3)/R(3)
then delivers a transition frequency for the R(3) line, yielding
220 704 304 984 (65) kHz, deviating 21 kHz from the estimates from the
2f crossing point. These frequency separations, obtained via two dis-
tinct methods, are in agreement with each other within 0.3σ. The values
obtained through the combination differences, considered to be most ac-
curate, are included in Table 5.1.

5.3 Discussion and Conclusion

In the present study the vibrational transitions R(1), R(3) and P(3)
in the (2-0) overtone band of HD were measured in saturation via the
NICE-OHMS technique. These results are compiled in Table 5.1 includ-
ing all precision measurements on ro-vibrational and purely rotational
transitions hitherto performed. Older data on Doppler-broadened spec-
troscopy of vibrational overtone transitions [21, 30, 141] are not included.
While for the transition frequency of the R(1) line the result based
on the systematic study of the line shape, at an accuracy of 50 kHz,
was taken [51], results in the present study of R(3) and P(3) are ac-
curate to 65 and 60 kHz, respectively. The experimental results are
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5.3. Discussion and Conclusion

compared with values obtained via advanced ab initio calculations as
in the H2SPECTRE program suite [153]. In this program some level
energies and transitions are computed via non-adiabatic perturbation
theory (NAPT) [151], while for some specific levels the non-relativistic
part is computed via pre-Born-Oppenheimer or 4-particle variational
calculations [5, 152]. The theory entries included in Table 5.1 are partly
based on the more accurately computed values, although some matrix
elements and the Bethe-logarithm were computed on a BO-basis [158].
Inspection of the Table shows that for the vibrational transitions there
are a large number of entries marked by ’T’, where the experimental
values are more accurate than the theoretical ones and where the un-
certainty is fully determined by theory. Although the deviations are all
in the range 1.6-1.9σ, or at 10 ppb, it is remarkable that the offsets are
so consistently equal and of the same sign. This may be considered as
an indication that the ab initio calculations of H2SPECTRE systemat-
ically underestimate the vibrational level spacings in HD. Also in the
D2 molecule a recent study yielded a similar underestimate of the the-
oretical value for the S(0) (1-0) vibrational ground tone frequency by
1.2σ [37]. Also in that case, with an experimental accuracy of 17 kHz,
the uncertainty was fully determined by theory [159].
For the measurements of pure rotational transitions performed so far
there is only a single experimental result claiming the same accuracy as
that of theory: a measurement of the R(0) line reported in Ref. [144].
For this result the experimental value is again higher by 0.7σ of the
combined uncertainties. The present measurements of rotational level
spacings, deduced from combination differences of measured transition
frequencies, represent equally accurate determinations, with their 20-
30 kHz systematic uncertainties.
So when comparing the most accurate experimental data with the most
advanced ab initio calculations, including relativistic and QED effects
[110, 151, 159] the body of experimental data, both vibrational and rota-
tional, are some 1.5-1.9σ larger than theory. This might be viewed as an
offset scaling with energy. However, that finding cannot be extrapolated
to results on dissociation energies of the H2 molecule, where the most
accurate experimental result [10] is found to be in excellent agreement
with theory [5, 152]. A recent experimental value for the dissociation en-
ergy of the D2 species [11] was found to be off from theory [5] by 2 MHz,
corresponding to 1.6σ, but here the uncertainty contributions from ex-
periment and theory were the same. As for the case of the dissociation
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5. Rotational level spacings in HD from vibrational
saturation spectroscopy

energy of the HD isotopologue the current experimental value [160] is
off from theory [5] by 2.7σ. While this might be viewed as another dis-
crepancy for the HD species, where g − u symmetry-breaking plays a
role, it should be considered however, that in this case the uncertainty
is fully determined by experiment.
Inspection of results from the H2SPECTRE on-line program [153] re-
veals that the uncertainties for the rotational splittings on the theoretical
side fully depend on the uncertainty in the evaluation of the E(5) leading
order QED-term. For the ∆v=0

(J=3)−(J=1) splitting the uncertainty in E(5)

amounts to 107 kHz, compared to a full uncertainty over all terms of
110 kHz. For ∆v=2

(J=4)−(J=2) this is 137 kHz out of 140 kHz uncertainty

contributed from E(5). These uncertainties in the rotational splittings
imply already strong cancellation of common-mode contributions, where
the uncertainties in the E(5)-term in the binding energies of HD-levels
(v = 0, J = 1 and 3) amount to 5.5 MHz [153]. For specific low-lying
levels the E(5) contributions to their binding energy are much more ac-
curate, like for the H2 (v = 0, J = 0) ground level where E(5) is accurate
to 5 kHz [4], while for HD (v = 0, J = 0) the E(5)-term is accurate only
to 120 kHz [5]. This reflects the higher level of computation pursued for
H2, an approach that might resolve the presently found discrepancies
between experiment and theory for the HD molecule. In this sense the
presently determined splittings in HD form a test bench theory for the
further development of theory for the hydrogen molecular species.
The authors thank IHM van Stokkum (VUA) for fruitful discussions
on the data analysis. The research was funded via the Access Pro-
gram of Laserlab-Europe (Grant Numbers 654148 and 871124), a Eu-
ropean Union’s Horizon 2020 research and innovation programme. Fi-
nancial support from the European Research Council (ERC-Advanced
Grant No. 670168) and from the Netherlands Organisation for Scien-
tific Research, via the Program “The Mysterious Size of the Proton” is
gratefully acknowledged. M. Schlösser wants to thank the Baden-Würt-
temberg Foundation for the generous support of this work within the
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CHAPTER 6
Saturation spectroscopy of
R(0), R(2) and P(2) lines
in the (2-0) band of HD

Abstract

Lamb-dips of R(0), R(2) and P(2) ro-vibrational transi-
tions in the (2-0) overtone band of the HD molecule are measured
at cryogenic temperatures using the technique of NICE-OHMS
spectroscopy. Resulting transition frequencies are
214 905 335 240 (100) kHz for R(0), 219 042 856 794 (150) kHz for
R(2), and 206 898 802 150 (150) kHz for P(2). Small, but system-
atic deviations (at 1.7σ level) are found from advanced ab ini-
tio calculations, supporting results from previous studies prob-
ing other lines in the (2-0) band. From a combination differ-
ence between the R(0) and P(2) lines an accurate value for ro-
tational level spacing in the v = 0 ground state is determined,
of ∆(J=2)−(J=0) = 8 006 533 168 (26) kHz, well in agreement with
theory (at 0.6σ). Based on the observation of the dispersive line
shape of R(0) the status of proposed models for the elusive line
shapes of saturated transitions in HD is discussed.

This chapter is based on: Saturation spectroscopy of R(0), R(2) and P(2) lines
in the (2-0) band of HD, F.M.J. Cozijn, M.L. Diouf, and W. Ubachs, Eur. Phys. J.
D 76, 220 (2022)
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6. Saturation spectroscopy of R(0), R(2) and P(2) lines in
the (2-0) band of HD

6.1 Introduction

Precision spectroscopy of the hydrogen molecule is a favoured avenue
for testing molecular quantum electrodynamics and to search for new
physics [6]. One of the targets has been the determination of the dis-
sociation energies of various isotopologues, where developments on the
experimental side [10, 11, 111] and on the theoretical side [2, 4, 5] have
gone hand-in-hand in a mutually stimulating fashion. The theoretical
development [151] has led to the public availability of a program suite
delivering binding energies of all rovibrational states in all hydrogen
isotopologues at high accuracy [153].

The vibrational spectroscopy of HD is a another preferred target for
precision studies, since the small dipole moment in this heteronuclear
species gives stronger absorption strength compared to that in homonu-
clear species, where only quadrupole transitions are allowed [18]. Cavity-
enhanced techniques were employed to perform Doppler-broadened spec-
troscopies of the (2-0) band at a wavelength of 1.4 µm [30, 148]. Progress
in precision was achieved, when saturation spectroscopy of R-lines in
the (2-0) overtone band was demonstrated [50, 145]. These studies re-
vealed unexpected asymmetric lineshapes for the saturated absorption
features that hamper the precision at which transition frequencies can
be determined. Thereafter a number of studies were performed on the
dispersive-like line shapes for which various interpretations were postu-
lated, ranging from underlying hyperfine structure and cross-over reso-
nances [51, 146] to a Fano line shape resulting from discrete-continuum
interaction in the excitation of HD [52]. Effects of the standing waves
produced by the strong intracavity laser fields were also considered [53].

The R(0) line in the (2-0) band of HD had been inaccessible from spec-
troscopic studies since it is overlaid with a strong water vapor absorp-
tion line. However, in specially designed cryo-cooled intracavity mea-
surement setups the R(0) could be measured under Doppler-broadened
conditions [28, 91]. In the present study a cryogenic approach is com-
bined in a noise-immune-cavity-enhanced optical-heterodyne molecular
spectroscopy (NICE-OHMS) experiment in which the R(0) transition is
saturated and measured under Doppler-free conditions. From similar
measurements on the R(2) and P(2) lines accurate values for rotational
level splittings are determined via combination differences. This work
follows the method of a previous study that combined precision mea-
surements of R(1), R(3) and P(3) lines [161].
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6.2. Experiment

6.2 Experiment

The NICE-OHMS setup at the Amsterdam laboratory is essentially sim-
ilar to that used in previous experiments on HD [51, 145, 146, 161]. The
novelty is that the optical cavity is rebuilt and attached to a cryo-cooler
to reach temperatures in the range 50-300 K. Details of the cryo-cooled
cavity design and operation will be communicated in a forthcoming pa-
per [162]. For the spectroscopy a diode laser, running at 1.4µm, is
used. The laser is locked to the cavity for short-term stability and to
a frequency-comb-laser for long-term stability and for setting the abso-
lute frequency scale. By locking the comb to a Cs-clock the accuracy of
the absolute frequency averages down to below kHz in long-term mea-
surements. Another improvement is in the use of a free-space electro-
optic modulator (EOM) with better transmitivity compared to the pre-
viously used fiber EOM, now yielding an intracavity circulating power
at the central carrier frequency fc of 450 W. Sidebands are generated
at fc ± fm with fm = 404 MHz for generating the NICE-OHMS sig-
nal and at fPDH = 20 MHz for the Pound-Drever-Hall cavity lock. In
addition slow wavelength dithering of the cavity length is applied at
395 Hz allowing for lock-in detection. Depending on the dither modu-
lation amplitude, this dithering may induce broadening of the observed
spectrum. In the present study only 1f demodulation is applied. In view
of the better vibration isolation of the upgraded cavity and suppression
of drifting background signal there is no need to use 2f demodulation
for further noise removal. For further details we refer to previous re-
ports [51, 145, 146, 161].

6.3 Results

6.3.1 Vibrational transitions

Results of recorded saturated spectra for the R(0) line in the (2-0) band
of HD, measured at temperatures of 57 K and 180 K and for pressures
in the range of 0.01 - 0.5 Pa, are presented in Fig. 6.1. At these low
temperatures water vapor is completely frozen and indeed the strong
(101)211-(000)312 water line at 214 904 335 MHz does not hinder the
recording of R(0). The recorded spectra feature a combination of a
’Lamb-peak’ at the low frequency side and a Lamb-dip at the high fre-
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6. Saturation spectroscopy of R(0), R(2) and P(2) lines in
the (2-0) band of HD
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Figure 6.1: Spectrum of the R(0) line in the (2-0) overtone band of HD in saturated
absorption employing the NICE-OHMS technique in the cryo-cooled setup using 1f
demodulation. Spectra were measured at temperatures of 57 K (a) and 180 K (b) for
pressures as indicated in the legend. The different indexes represent the broadening
due to the dithering effect: (1) 10 kHz, (2) 50 kHz and (3) 200 kHz. The spectra
have been scaled to their respective pressures with multiplication factors as indicated.
The 0.0 value at the x-axis represents the deduced transition frequency of R(0):
214 905 335.240 (0.100) MHz.

quency side, resulting in a dispersive line shape as discussed before for
other saturated lines in the HD (2-0) band [51–53, 161].

Here we note again, as in our previous study [161], that generic sig-
nals produced in direct NICE-OHMS spectroscopy exhibit a disper-
sive lineshape, as a result of the frequency modulation spectroscopy
applied [55, 63]. A recording of a spectrum with an additional low-
frequency dither modulation to the cavity length, as in the present
study, and demodulation at 1f by a lock-in amplifier, typically pro-
duces a symmetric line shape. This was shown for measurements of
Lamb dips in H2O [154]. Hence, the present 1f demodulated spectra
may be compared with results from cavity ring-down or cavity-enhanced
spectroscopy. The observations displayed in Fig. 6.1 demonstrate that
the R(0) line, measured in saturation, produces an intrinsically disper-
sive line shape, similar to the NICE-OHMS observations of R(1), R(3)
and P(3) lines [161] as well as the observations in HD from other cavity-
enhanced techniques [52].
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6.3. Results

The apparent asymmetry and the lack of a fully quantitative model for
the observed line shape prohibits the determination of the transition
frequency of the rovibrational R(0) line at an accuracy as high as for
symmetric water lines [154]. Hence values for the transition frequency
and its uncertainty are estimated by considering that the rovibrational
frequency is contained in the most pronounced part of the line shape.
The region of this estimate is indicated by the (grey) bars in Fig. 6.1.
The example of the absorption feature at cryo-temperatures (57 K) gives
rise to the narrowest feature, leading to a determination of the transition
frequency of R(0) of 214 905 335.240 (0.100) MHz.

The spectra recorded at different pressures provide insight into the col-
lisional shift of the R(0) line. In view of the conservative uncertainty
estimate, as indicated by the grey bar, its contribution to the error
budget (< 10 kHz) is much smaller that the uncertainty due to the dis-
persive line shape. Different modulation amplitudes of dithering have
been used throughout this study. For the measurements at 57 K the
smallest dithering amplitude was applied, giving rise to a broadening
of 10 kHz. Larger modulation amplitudes have been used for the spec-
tra acquired at 180 K, resulting in broadening effects of 50 kHz and
200 kHz, respectively. Fig. 6.1 clearly illustrates the effect of dither-
ing amplitude, showing a larger impact on the spectral width than the
variation of pressure.

Recordings of 1f -demodulated NICE-OHMS spectra of R(2) and P(2)
lines in the (2-0) band are displayed in Fig. 6.2. These measurements
were performed at a temperature of 180 K. At the 57 K setting the
population in the J = 2 ground level was too small for obtaining good
quality spectra. Again, an estimate of the uncertainty of the P(2) and
R(2) vibrational transition frequencies is made commensurate with the
grey bar covering the resonance. In these cases, of broader lines, the
uncertainty is estimated at 150 kHz.

6.3.2 Rotational level separations

Inspection of Figs. 6.1 and 6.2 reveals that the saturation spectra for
the three HD resonances as recorded via 1f -demodulated NICE-OHMS
exhibit asymmetric line shapes that deviate from expected line shapes in
NICE-OHMS. However, the dispersion-like line shapes of the R(0), R(2)
and P(2) are rather similar to each other as well as to line profiles of the
previously investigated R(1), R(3) and P(3) lines [161]. Again combi-
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Figure 6.2: Spectra of (a) R(2) and (b) P(2) lines in the (2-0) band of HD in saturated
absorption employing the NICE-OHMS technique in the cryo-cooled setup using 1f
demodulation. Spectra were measured at temperatures of 180 K for pressures as
indicated in the legend. The broadening effect induced by the dithering amplitude is
estimated at up to 200 kHz.

nation differences will be used to extract information on rotational level
spacings as illustrated in Fig. 6.3, in this case the spacings ∆(J=2)−(J=0)

in the ground vibrational v = 0 level, and ∆(J=3)−(J=1) in the v = 2
vibrational level.

In Fig. 6.4 spectra of 1f -demodulated spectra for the three HD lines, all
recorded at 180 K, are compared. The procedure for comparison is simi-
lar as previously described [161]. Auto-correlation and cross-correlation
functions for the pairs R(0)-P(2) and R(2)-P(2) demonstrate quantita-
tively the similarity between the spectra, with a peak overlap of 85%
and 95% for the cross-correlated pairs, respectively. Fitting of standard
cubic spline interpolations is employed to produce a functional form
closely representing the line shapes of the strong R(0) and R(2) lines
as shown in panels (e) and (f). These resulting functional forms are
then used to fit the weak P(2) line in both cases. In this final step
a frequency shift term ∆ is determined, delivering frequency shifts be-
tween the R(0)/P(2) and R(2)/P(2) pairs. This procedure results in
combination differences between the line pairs, and therewith rotational
level spacings ∆v=0

(J=2)−(J=0) and ∆v=2
(J=3)−(J=1) at a statistical accuracy

of 12 kHz and 5 kHz, respectively.

Underlying hyperfine structure of the resonance lines may cause a sys-
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6.3. Results

Figure 6.3: Level scheme of HD showing how the three lines R(0), R(2) and P(2)
correspond to rotational level spacings in the v = 0 ground and v = 2 excited vibra-
tional level.

tematic effect on the determination of the combination differences. The
hyperfine structure of all three lines is evaluated based on the computa-
tions of Ref. [157]. Computed intensities of individual hyperfine compo-
nents are convolved with a 1f derivative of a dispersive line shape func-
tion to produce a width commensurate with the width
(Γ = 700 kHz FWHM) obtained in the spectra observed at 180 K.
This allows for a computation of the shift of line center from the center-
of-gravity of the hyperfine structure, resulting in shifts of 0 kHz, 0 kHz
and +10 kHz for the R(0), R(2) and P(2) lines, respectively. The shifts
for the P(2) line is included in the error budget for the pure rotational
line spacings.
The shift due to the the pressure has been systematically investigated
in Fig. 6.5. Using a linear regression, the pressure free position has been
extracted as well as the slopes for the individual rotational level spacings.
The pressure shift slopes have been estimated at -18.5 (28) kHz/Pa for
the R(0)/P(2) pair and -19.8 (2) kHz for R(2)/P(2) pair, while the
extracted uncertainties of 22 kHz and 2 kHz have been included in the
error budget.
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Figure 6.4: Analysis of combination differences from comparison of the saturation
spectra for three HD lines in the (2-0) overtone band, all recorded at a pressure of
0.25 Pa, temperature of 180 K, and at 1f demodulation of the NICE-OHMS signal.
(a) Comparison for the pair R(0) and P(2); (b) Comparison for the pair R(2) and
P(2). Note that the amplitudes for the corresponding spectra are adapted to match
each other. (c) Results of auto-correlation and cross-correlation calculations for the
R(0)-P(2) pair and (d) for the R(2)-P(2) pair. In panels (e) and (f) fits are made
using a cubic spline interpolation for which residuals are computed and plotted (thin
grey line). The resulting cubic spline functional form is then fitted to the line shapes
of the P(2) lines in (g) and (h). Residuals of the latter are again plotted in grey.
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6.4. Discussion

(a)

(b)

Figure 6.5: Pressure effect on the rotational splitting. (a) Effect on S(0) in the v = 0
ground state; (b) S(1) in v = 2. The shaded grey areas represent the uncertainties of a
linear regression fit used. The extracted slopes represent the pressure coefficients with
their respective uncertainties yielding (a) -18.5 (28) kHz/Pa and (b) -19.8 (2) kHz/Pa.
The pressure free values have also been extracted with uncertainties of 22 kHz (a)
and 2 kHz (b) respectively.

Taking all uncertainty contributions into account values for the rota-
tional level spacings are determined for ∆v=0

(J=2)−(J=0) = S0(0) =

8 006 533 168 (26) kHz and ∆v=2
(J=3)−(J=1) = S2(1) = 12 144 054 660 (20)

kHz.

6.4 Discussion

6.4.1 Comparison with QED calculations

The present results for the vibrational transition frequencies of the R(0),
R(2) and P(2) in the (2-0) overtone band of HD, as obtained via NICE-
OHMS saturation spectroscopy, are listed in Table 6.1 with all previously
obtained precision measurements for this band. The content of Table 6.1
is limited to experimental values for which the precision exceeds that
of quantum electrodynamic (QED) calculations from the H2SPECTRE
program (version 7.3) [153] with neglect of older less precise data [161].

The present frequency determinations corroborate the findings discussed
in the study on R(1), R(3) and P(3) lines [161], as well as the recent very

113



6. Saturation spectroscopy of R(0), R(2) and P(2) lines in
the (2-0) band of HD

T
a
b
le

6
.1
:

C
o
m
p
a
riso

n
b
etw

een
ex
p
erim

en
ta
l
d
a
ta
,

fro
m

th
e

p
resen

t
w
o
rk

a
n
d

litera
tu
re,

a
n
d

co
m
p
u
ted

resu
lts

u
sin

g
H
2
S
P
E
C
T
R
E

[1
5
3
]
fo
r
ro
-v
ib
ra
tio

n
a
l
tra

n
sitio

n
freq

u
en

cies
in

th
e
(2
-0
)
b
a
n
d
o
f
H
D

w
ith

resu
lts.

A
ll
freq

u
en

cies
g
iv
en

in
M
H
z.

D
iff
eren

ces
a
re

p
resen

ted
in

term
s
o
f
M
H
z
a
n
d
in

term
s
o
f
th
e
co
m
b
in
ed

sta
n
d
a
rd

d
ev
ia
tio

n
(σ

)
o
f
ex
p
erim

en
t
a
n
d
th
eo
ry.

B
a
n

d
L

in
e

E
x
p

.
(M

H
z)

R
ef.

H
2S

P
E

C
T

R
E

(M
H

z)
D

iff
.

(M
H

z)
D

iff
.

(σ
)

(2
-0

)
P

(1
)

209
78

4
2
4
2
.0

0
7

(0
.020)

[146]
209

784
240.1

(1.0)
1.9

(1.1)
1.7

P
(2

)
206

89
8

8
0
2
.1

5
0

(0
.150)

P
resen

t
206

898
800.2

(1.0)
1.9

(1.1)
1.8

P
(3

)
203

82
1

9
3
6
.8

0
5

(0
.060)

[161]
203

821
935.0

(1.0)
1.8

(1.0)
1.8

R
(0

)
2
1
4

90
5

3
3
5
.2

2
0

(0
.020)

[28]
214

905
333.3

(1.1)
1.9

(1.1)
1.7

2
1
4

90
5

3
3
5
.2

4
0

(0
.100)

P
resen

t
214

905
333.3

(1.1)
1.9

(1.1)
1.7

R
(1

)
2
1
7

10
5

1
8
1
.9

0
1

(0
.050)

[51]
217

105
180.0

(1.1)
1.9

(1.1)
1.7

2
1
7

10
5

1
8
2
.1

1
1

(0
.240)

[52]
217

105
180.0

(1.1)
2.1

(1.1)
1.9

2
1
7

10
5

1
8
1
.9

0
1

(0
.076)

[148]
217

105
180.0

(1.1)
1.9

(1.1)
1.7

2
1
7

10
5

1
8
1
.9

3
4

(0
.020)

[28]
217

105
180.0

(1.1)
1.9

(1,1)
1.7

R
(2

)
2
1
9

04
2

8
5
6
.6

2
1

(0
.025)

[145] a
219

042
854.7

(1.1)
1.9

(1.1)
1.7

21
9

0
42

8
5
6
.7

9
4

(0
.150)

P
resen

t
219

042
854.7

(1.1)
2.1

(1.1)
1.9

R
(3

)
22

0
7
04

3
0
4
.9

5
1

(0
.028)

[145] a
220

704
303.0

(1.1)
1.9

(1.1)
1.7

22
0

7
04

3
0
4
.9

8
4

(0
.065)

[161]
220

704
303.0

(1.1)
1.9

(1.1)
1.7

aR
esu

lts
fro

m
fi
ttin

g
cen

ter
freq

u
en

cy
o
f
a
L
a
m
b
-d
ip

w
ith

o
u
t
co
n
sid

erin
g
th
e
co
m
p
lex

lin
e
sh
a
p
e,

lea
d
in
g
to

a
n
u
n
d
erestim

a
te

o
f
th
e
u
n
certa

in
ty.

114



6.4. Discussion

T
a
b
le
6
.2
:
C
o
m
p
a
ri
so
n
b
et
w
ee
n
ex
p
er
im

en
ta
l
p
re
ci
si
o
n
d
a
ta

a
n
d
co
m
p
u
te
d
re
su
lt
s
u
si
n
g
H
2
S
P
E
C
T
R
E
[1
5
3
]
fo
r
ro
ta
ti
o
n
a
l
tr
a
n
si
ti
o
n

fr
eq
u
en

ci
es

a
n
d
le
v
el

sp
li
tt
in
g
s
in

th
e
v
=

0
g
ro
u
n
d
le
v
el

o
f
H
D
.
A
ll
fr
eq
u
en

ci
es

g
iv
en

in
M
H
z.

D
iff
er
en

ce
s
a
re

p
re
se
n
te
d
in

te
rm

s
o
f
M
H
z
a
n
d
in

te
rm

s
o
f
th
e
co
m
b
in
ed

st
a
n
d
a
rd

d
ev
ia
ti
o
n
(σ

)
o
f
ex
p
er
im

en
t
a
n
d
th
eo
ry
.

B
a
n

d
L

in
e

E
x
p

.
(M

H
z)

R
ef

.
H

2S
P

E
C

T
R

E
(M

H
z)

D
iff

.
(M

H
z)

D
iff

.
(σ

)

(0
-0

)
R

(0
)

2
67

4
98

6.
09

4
(0

.0
25

)
[1

44
]

2
67

4
98

6.
07

1
(0

.0
22

)
0.

02
3

(0
.0

33
)

0.
7

S
(0

)a
8

0
06

53
3.

16
8

(0
.0

26
)

P
re

se
n
t

8
00

6
53

3.
12

6
(0

.0
66

)
0.

04
2

(0
.0

70
)

0
.6

S
(1

)a
13

2
8
3

24
5.

09
8

(0
.0

30
)

[1
61

]
13

28
3

24
4.

94
4

(0
.1

10
)

0.
15

8
(0

.1
14

)
1.

4
(2

-2
)

S
(1

)a
12

1
4
4

05
4.

66
0

(0
.0

20
)

P
re

se
n
t

12
14

4
05

4.
52

0
(0

.0
99

)
0.

14
0

(0
.1

01
)

1.
4

S
(2

)a
16

8
8
2

36
8.

17
9

(0
.0

20
)

[1
61

]
16

88
2

36
7.

97
6

(0
.1

40
)

0.
20

0
(0

.1
41

)
1.

5

a
D
er
iv
ed

fr
o
m

a
co
m
b
in
a
ti
o
n
d
iff
er
en

ce
.

115



6. Saturation spectroscopy of R(0), R(2) and P(2) lines in
the (2-0) band of HD

precise measurement of the R(0) transition under Doppler-broadened
and cryo-cooled conditions [28]. For the present and all previous preci-
sion measurements on lines in the (2-0) band the experimentally deter-
mined frequencies are consistently higher than theory by 1.9±0.1 MHz,
corresponding to 1.7σ. This further strengthens the indication that
the ab initio calculations of H2SPECTRE (version 7.3) systematically
underestimate the vibrational frequencies in HD, even though these cal-
culations are only accurate to 1.1 MHz.

The results on pure rotational transitions and the measurements of ro-
tational level splittings are compiled in Table 6.2. Again only the results
for which the experimental accuracy exceeds that of the theory are in-
cluded. There is only a single experimental result for a pure rotational
transition, that of the R(0) line [144], performed at a similar accuracy as
that of theory. The present measurement of the S(0) level spacing and
that of the previous S(1) separation [161] are somewhat more accurate
than theory. Focusing on the v = 0 ground level of HD there are now
three accurate experimental data points for comparison with theory. On
average experiment and theory are in agreement within 1σ although the
experimental values are consistently at higher frequencies than the the-
oretical ones. These results provide a challenge for future calculations of
HD level energies, beyond the state-of-the-art of H2SPECTRE version
7.3, which is limited by the computation of the E(5) term in the QED
expansion [110, 151, 159].

6.4.2 Dispersive lineshape of R(0)

A discussion has arisen in literature on the observed line shapes of vi-
brational transitions in the (2-0) band of HD as measured in saturation
after the first reports in 2018 [50, 145]. The observation of asymmet-
ric line shapes, for which no fully quantitative model is yet formulated,
hinders the determination of a very accurate frequency. In principle
transition frequencies can be determined to sub-kHz precision in case
of unproblematic line shapes, therewith fully exploiting the capabilities
of frequency-comb-locked saturation spectroscopy, as was shown for the
example of CO2 [163, 164].

Various models have been proposed for the dispersive nature of the line
shapes of saturated lines as observed in HD. The Amsterdam group pro-
posed a model based on the effect of underlying hyperfine structure and
the associated cross-over resonances. A computation of the line shape

116



6.4. Discussion

with optical Bloch equations (OBE) yielded a good representation for
the R(1) line [51]. In this approach parameters for collisional deexcita-
tion and coherence dephasing were included in the model by fitting to
the observed line shape. This model generally predicts a dispersive-like
line shape for all transitions in the (2-0) band of HD except for the
cases of the P(1) and R(0) lines, where the level scheme is such that
either the hyperfine components in the excited state or in the ground
state are very close to degeneracy. Note that for J = 0 levels in HD
hyperfine doublets are of order 50 Hz [165]. In the case of the P(1)
line the OBE-model predicts a pure Lamb peak as was indeed observed
in experiment [146]. The OBE-model predicts a symmetric pure Lamb
dip for the R(0) resonance. Inspection of Fig. 6.1 reveals that the sat-
urated absorption spectrum of the R(0) line exhibits a dispersion-like
line shape, in contradiction with that prediction.
The Hefei group proposed a model identifying the observed profile of
the R(1) line as a Fano line shape [52] representative of an interference
between a transition to a discrete and a continuum level. The discrete
resonance would then be represented by the weak vibrational transition
in the (2-0) band, while the continuum would be represented by the
Lorentzian tail of the B1Σ+

u - X1Σ+
g electronic band system. This pro-

posal would, however, also predict a similar Fano-type interference for
the P(1) line, where it was not observed [146]. In addition, this mech-
anism should also apply to the case of the measurement of the R(0)
line in the (1-0) band measured in a molecular beam [36] as well as in
the observations of the R(0) line in the (2-0) band under conditions of
cryo-cooling and reduced Doppler width [28, 91]. These examples are
seemingly in contradiction to the Fano interference mechanism produc-
ing dispersive line shapes in HD.
More recently the Hefei group proposed a mechanism based on the
standing wave produced inside the cavity from the strong circulating
laser power, affecting the resonant molecules in the interaction path [53].
Spectra of two transitions of 13C16O2 were recorded in saturation.
Whereas a relatively strong line with an Einstein coefficients of A =
7× 10−4 s−1 exhibits a symmetric line profile, a much weaker line with
A = 2× 10−5 s−1 gives rise to a dispersive line shape [53, 166]. This is
indicative of the fact that the distortion of the line shape, from symmet-
ric to dispersion-like, sets in for very weak lines. Indeed for the R-lines
in the (2-0) band of HD an Einstein coefficient of A = 2.5 × 10−5 s−1

was measured [30], of similar magnitude as for the weakest of the two
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the (2-0) band of HD
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Figure 6.6: Spectrum of the R(14e) line in the band (4 0 0 15)← (0 0 0 01) of 12C16O2

measured in saturated absorption employing the NICE-OHMS technique using 1f
demodulation. The spectra were recorded at 180 K for pressures as indicated in the
legend. The broadening effect due to the dithering amplitude amounted to 20 kHz.The
spectra have been scaled to their respective pressures with multiplication factors as
indicated. The 0.0 value represents a frequency of 218 714 249 511 (100) kHz, deduced
in the present study.

13CO2 lines.

In our laboratory, we have observed a similar dispersive line shape for a
line of 12C16O2. The spectrum shown in Fig. 6.6 represents the R(14)e
line in the vibrational band (4 0 0 15) ← (0 0 0 01) [167]. At an
Einstein coefficient of A = 6× 10−6 s−1 this is the molecular absorption
line with the smallest transition moment ever detected in saturation
spectroscopy. Of relevance for the present discussion is that 12C16O2

has no hyperfine substructure, so the dispersive line shape is observed
for a species without underlying substructure. An additional peculiarity
of this spectrum is that the observed linewidth is much narrower than
the transit-time broadening of 290 kHz FWHM at 180 K.

6.5 Conclusion

The present experimental study reports accurate results for transition
frequencies of the R(0), R(2) and P(2) lines in the (2-0) band of HD.
The obtained accuracies face a limitation due to the fact that asymmet-

118



6.5. Conclusion

ric line shapes are observed for which no quantitative model exists, so
the potential accuracy of frequency-comb-locked saturation spectroscopy
could not be exploited. The findings nevertheless support earlier con-
clusions that the advanced fully ab initio calculations from version 7.3
of the H2SPECTRE program [153] deviate in a systematic fashion from
experiment. Combination differences between observed vibrational fre-
quencies can be translated into rotational level spacings in the v = 0
and v = 2 vibrational levels of HD at an accuracy better than for most
direct measurement in purely rotational spectroscopy.
The observation of a dispersive line shape for the R(0) line contradicts
the expectation of a predicted symmetric Lamb dip for that line from
a model based in which the asymmetry is considered as resulting from
underlying hyperfine structure and cross-over resonances. Alternative
models as presented in literature are discussed. A quantitative model
is however not yet developed. Therewith, a full and quantitative ex-
planation of the line shape of saturated molecular transitions under
high-power intracavity conditions remains a challenge for precision spec-
troscopy.
Financial support from the Netherlands Organisation for Scientific Re-
search, via the Program “The Mysterious Size of the Proton” is grate-
fully acknowledged.
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CHAPTER 7
Lamb Dip of a Quadrupole

Transition in H2

Abstract

The saturated absorption spectrum of the hyperfine-
less S(0) quadrupole line in the (2-0) band of H2 is measured at
λ = 1189 nm, using the NICE-OHMS technique under cryogenic
conditions (72 K). It is for the first time that a Lamb dip of a
molecular quadrupole transition is recorded. At low (150-200 W)
saturation powers a single narrow Lamb dip is observed, ruling
out an underlying recoil doublet of 140 kHz. Studies of Doppler-
detuned resonances show that the red-shifted recoil component
can be made visible for low pressures and powers, and prove that
the narrow Lamb dip must be interpreted as the blue recoil com-
ponent. A transition frequency of 252 016 361 164 (8) kHz is ex-
tracted, which is off by -2.6 (1.6) MHz from molecular quantum
electrodynamical calculations therewith providing a challenge to
theory.

This chapter is based on: Lamb Dip of a Quadrupole Transition in H2,
F.M.J. Cozijn, M.L. Diouf, and W. Ubachs, Physical Review Let-
ters 131, 073001 (2023)
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7. Lamb Dip of a Quadrupole Transition in H2

7.1 Introduction

The hydrogen molecule has been a test ground for the development of
molecular quantum mechanics for almost a century [168]. In the re-
cent decade the level of precision has been accelerated in benchmark
experimental studies focusing on its dissociation and ionization ener-
gies [9, 10], now reaching perfect agreement with first principles cal-
culations based on four-particle variational calculations and including
relativistic and quantum electrodynamic (QED) effects [4, 5]. The tar-
get of activity has in part shifted to measurements of the vibrational
quantum in the hydrogen molecule. In the HD isotopologue vibrational
transitions were measured in Doppler-broadened studies [28, 31] tak-
ing advantage of the weak dipole moment in this heteronuclear species.
Lamb dip spectroscopy of HD vibrations could be performed at high
precision [50, 145]. However, in the latter saturated absorption stud-
ies a problem of extracting rovibrational transition frequencies surfaced.
Observed asymmetric lineshapes were interpreted in various ways, in
terms of underlying hyperfine structure and cross-over resonances [51],
of Fano-type interferences [52], and of effects of standing waves in the
optical cavity [53]. This situation, imposing unclarity on the extrac-
tion of energy separations between quantum levels, has halted further
progress in the precision metrology of HD, although a focused activity
remains [161, 169].

In the homonuclear H2 species selection rules govern that only quadrupole
transitions are allowed and those are two orders of magnitude weaker
than the dipole absorption transitions in HD [30]. Magnetic dipole tran-
sitions are allowed as well, although not in excitation form the J = 0
ground level [170]. Vibrational transitions in H2 have been probed in
Doppler-broadened spectroscopy [19, 25, 27], through combination dif-
ferences of Doppler-free electronic transitions [35], and recently via stim-
ulated Raman scattering [29]. While all rovibrational levels in HD are
subject to complex hyperfine structure induced by the magnetic mo-
ment of both H and D nuclei, H2 has the advantage that the levels in
para-H2 exhibit no hyperfine substructure. Until today no saturation
spectroscopy has been performed on quadrupole transitions, neither in
H2 nor in any other molecule.

For performing saturation spectroscopy of an extremely weak quadrupole
transition a novel setup was built as an upgrade from the setup used for
the HD experiments [51, 145]. The optical cavity is redesigned to sup-
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7.2. Experiment

press vibrations and attached to a cryo-cooler to reach temperatures in
the range 50-300 K. At the typical operation range of 72 K a larger
fraction of the population is condensed into the H2 J = 0 ground level,
while the transit-time through the intracavity laser beam is increased,
resulting in a smaller transit-time broadening. The laser, an external-
cavity diode laser with a tapered amplifier running at 1189 nm, is locked
to the cavity for short-term stability and to a frequency-comb-laser for
sub-kHz accuracy in long-term measurements, thus also providing the
absolute frequency scale. This stability allows for long time averaging
over multiple scans. The 371 mm hemispherical resonator is equipped
with highly reflective (R > 0.99999) mirrors of which the concave mir-
ror has a radius-of-curvature of 2 m. This yields a finesse of 350,000,
an intracavity circulating power of up to 10 kW, and a beam waist of
542 µm. Further details on the cryogenic noise-immune cavity-enhanced
optical heterodyne molecular spectroscopy (NICE-OHMS) spectrometer
will be given in a forthcoming publication [162].

7.2 Experiment

Detection is based on the technique of NICEOHMS [43, 56, 58] using
sideband modulation of the carrier wave, at frequency fc ± fm with
fm = 404 MHz, matching the free-spectral-range (FSR) of the cavity
for generating the heterodyne NICE-OHMS signal. The carrier and the
two generated sidebands are locked to the cavity with Pound-Drever-
Hall and DeVoe-Brewer [80] stabilization, respectively. Consequently,
the three beams counterpropagate inside the cavity and interact with
the molecules present, giving rise to various sub-Doppler spectroscopic
signals from which two possible schemes are shown in Fig. 7.1. In panel
(a), where the carrier is set on top of the resonance center, the coun-
terpropagating carrier beams burn a hole in the center of the velocity
distribution (at vz = 0) and generate the generic Lamb dip signal. Ad-
ditionally, saturation conditions are formed by the red/blue sidebands
interacting simultaneously on molecules with velocities k · vz = ±fm
(k the wave vector of the light beam) and burning holes at their re-
spective positions [171]. This effect is typically negligible for the weakly
saturating regime and for conditions of low sideband power [55, 68].

In panel (b), on the other hand, the laser is detuned from the molec-
ular resonance by fm/2 = 202 MHz (or FSR/2). Here, one of the
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(a) (b)

FSR

FSR

FSR

FSR/2

Carrier-Carrier Carrier-Sideband

Figure 7.1: Possible interactions of the three fields (carrier and two sidebands) inside
the cavity with a molecular resonance. Panel (a) represents the generic Lamb dip
generated by the counterpropagating carrier beam on resonance. Additional holes
are burned in the Doppler broadened profile with the combined interaction of the
red/blue sidebands. In panel (b), the carrier is detuned off resonance by fm/2 (or
FSR/2). In that condition, one of the sidebands (in this example red) interacts with
the counterpropagating carrier and consequently burns holes at ± FSR/2.

sidebands (the red sideband in this example) in combination with the
counterpropagating carrier beam interact with molecules with velocities
k ·vz = ±fm/2. As for this velocity class both beams are in resonance, a
pump-probe scheme is formed, resulting in Doppler-detuned saturation
signals. Since the required detuning is exactly known and the result-
ing Doppler-shift is equal, it can be seen as an alternative scheme for
Doppler-free spectroscopy as only the known detuning needs to be con-
sidered to extract the transition frequency. The novelty of this scheme
is that the ordinary on-resonance strong standing wave, present for the
usual carrier-carrier saturation, is now converted to mostly a travelling
wave due to the low intensity sideband. This allows to mitigate possible
effects of the strong on-resonance standing wave.

In addition to the sideband modulation for the heterodyne signal, slow
modulation of the cavity length is applied at 395 Hz with a peak-to-peak
amplitude of 50 kHz. The resulting method of wm-NICE-OHMS allows
for lock-in detection, where demodulation at the first derivative (1f) is
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7.3. Results

applied. The 1f profile function is defined as a (frequency) derivative of
a typical dispersive Lorentzian profile [172]

f(ν)1f =
4A

[
Γ2 − 4(ν − ν0)

2
]

[Γ2 + 4(ν − ν0)2]
2 , (7.1)

where the adjustable parameters are the line position ν0, the line inten-
sity A, and the width Γ.

7.3 Results

7.3.1 Lamb dip of a quadrupole transition

Measurements of the S(0) (2-0) line were performed in the cryo-NICE-
OHMS setup under a variety of conditions of intracavity power and
pressure. Since the quadrupole transition is extremely weak, with a
line strength S = 1.6 × 10−27 cm/molecule, and Einstein coefficient
A = 1.3 × 10−7 s−1 [27], it was anticipated that extreme powers would
be required to obtain a saturation signal. At high power the spectra
recorded displayed complex lineshapes, as shown in panel (a) of Fig. 7.2,
reminiscent of the dispersive line profiles observed in HD [51–53, 146].
Surprisingly, by lowering the power, the complex lineshapes at 2.0 kW
turn to an asymmetric dispersive-like profile at 1.0 kW, to finally a sym-
metric profile at 150 W. Panel (b) and (c) show the symmetric Lamb dip
obtained at the lower powers of 150 W and 200 W, where each individual
measurement was obtained after 12 hours of averaging. A 1f dispersive
Lorentzian (Eq. 7.1) fit was then used on the symmetric profiles so as
to extract relevant parameters such as the Lamb dip position and the
linewidth.

Large sets of data were obtained, mainly at 150 W, 200 W, and 300 W,
where symmetric lines were observed, but also at higher powers. The ex-
tracted positions of the Lamb dip were treated in a multivariate analysis
yielding a transition frequency extrapolated to zero-pressure and zero-
power of f = 252 016 361 234.4 (7.3) kHz, which we will refer to as the
’generic Lamb dip’ in the following. Some subsets of pressure-dependent
(at 150 W) and power-dependent (at 0.25 Pa and 0.10 Pa) curves are
shown in Fig. 7.3.

Extrapolating the extracted widths to zero pressure yields a linewidth
limit of 205 kHz (FWHM) for 150 W, which still overestimates the ac-
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(a) (b) (c)

Figure 7.2: Recorded spectra of the measured Lamb dip for the S(0) (2-0) quadrupole
transition in H2 at 72 K at (a) 0.10 Pa for different circulating power as indicated.
Panel (b) and (c) respectively show the measured spectra at the lower circulating
powers of 150 Watt and 200 Watt for different pressure indicated. A 1f dispersive
Lorentzian (Eq. 7.1) was superimposed on the measured spectra. The absolute fre-
quency scale is given via f0 = 252 016 360 MHz.

tual limit as dithering effects are not removed. These values are consid-
erably smaller than the calculated 471 kHz transit-time width (for 72
K) [173] and can be attributed to the selection of cold molecules in the
weakly saturating regime [74], as observed in our previous work on HD
[145]. The observed width corresponds to a most probable velocity of
vmp = 335 m/s and temperature of around 13 K.

In order to accurately extract the transition frequency one needs to
consider and correct for the known Doppler shifts and the resulting
recoil from conservation of momentum. The total energy carried by a
photon for making a transition or released from emission is expressed
as [76]

Ephoton = hν0 ±
hk⃗ · v⃗

2π
± (hν0)

2

2mc2
− (hν0)v

2

2c2
. (7.2)

Here, hν0 is the energy difference between quantum levels. The second
term is the first order Doppler shift and is equal to zero under conditions
of saturation (k⃗ · v⃗ = 0 for the generic Lamb dip). The third term is
the recoil shift, where the plus/minus sign refers to the case of absorp-
tion/stimulated emission. The final term represents the second-order
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(a)

(b)

(c)

(d)

Figure 7.3: Extracted positions of the S(0) Lamb dip at different powers and pres-
sures and extrapolation to zero values (fp). (a) Pressure dependence and shift at
P = 150 W; (b) Pressure dependent width at 150 W (FWHM); (c) and (d) Power-
dependent shifts at p = 0.25 and 0.1 Pa. The pressure- and power-dependent slopes
are as indicated. The absolute frequency scale is given via f0 = 252 016 360 MHz.

(relativistic) Doppler effect, which is as small as 160 Hz (for 13 K).

7.3.2 Recoil doublet in saturation spectroscopy

In saturation spectroscopy two recoil components are associated with
each quantum transition due to conservation of momentum [174].
A high-frequency (blue-detuned) component occurs for absorption from
ground-state particles, and a low-frequency (red-detuned) component for
stimulated emission from excited-state particles (Fig. 7.4). Both compo-
nents will form individual Lamb dips as a characteristic recoil doublet,
split at twice the recoil shift and centered around the resonance center.
Despite the significance of recoil on extracting the transition frequency,
it is often neglected in saturation spectroscopy as typically the observed
linewidths are significantly larger than the recoil doublet splitting and
thereby making the recoil doublet unresolvable. Nevertheless, there have
been studies in which the recoil doublet has been successfully resolved
in atoms [175–178] and in molecules [73–75, 179].

For the present case of H2 and the transition frequency of the S(0) line
this recoil amounts to 70 kHz and a total splitting of 140 kHz. As this is
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140 kHz

(b)

(c)

(a)

Figure 7.4: (a) Schematic of the blue (absorption) and red (stimulated emission)
recoil components when the two counterpropagating lasers are close to a resonant
transition |e⟩ ← |g⟩. (b) Modeled profiles of a recoil doublet for the expected re-
coil splitting of 140 kHz and for varying levels of broadening. (c) A measurement
of a ’generic Lamb dip’ at a pressure 0.1 Pa, intracavity power of 0.2 kW and tem-
perature 72 K. The observed symmetric lineshape cannot be modeled by any of the
simulated profiles that include the 140 kHz recoil splitting while the simple 1f dis-
persive Lorentzian fit produces perfect agreement.

only marginally smaller than the observed linewidth of 230 kHz, effects of
the recoil splitting are expected to be visible on the observed lineshape.
Model calculations are presented for the known recoil doublet splitting
and a variety of widths that each component may obtain (Fig. 7.4).
Comparison of simulated profiles with measurements reveals that the
observed lineshape cannot be composed from both recoil components.
In fact, in Fig. 7.4(b), a distinction is clearly seen as the measured
Lamb dip does not display any hint of an unresolved recoil doublet
and is perfectly fitted by a 1f Lorentzian profile composed of a single
transition. This leads to the conclusion that the observed generic Lamb
dip at low power cannot consist of both recoil components and that
suppression of one of the recoil components has occurred.

There have been studies on suppression on both the red-shifted [176] and
blue-shifted [177] recoil components. In either case this was performed
by depopulating the upper-state or ground-state respectively through
(optical) pumping. Also in an early observation of the resolved recoil
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7.3. Results

doublet unequal intensity components were found, in which the red-
shifted component exhibited decreased intensity under some conditions
[73]. In the theoretical derivation from Kol’chenko et al. [174] it was
found that the ratio of the depths of the recoil components are deter-
mined by the lifetimes of the states involved. From these observations
and findings it can be reasoned that due to the two-step process of the
stimulated emission scheme and the typical lower lifetime of the excited
state, the red-shifted recoil component is more easily suppressed.

In the case of H2 the natural lifetimes of states are non-restrictive and
other effects of relaxation must be considered. Collisional effects, the
finite transit times and effects of the strong standing wave can all be con-
sidered as effective methods of depopulation or dephasing. Compared to
the previous studies where the recoil doublet was successfully resolved,
our present study operates at around one to two orders of magnitude
higher pressure. The most striking difference between this study and
the previous studies on the CH4 molecule is the use of extreme laser
intensities to saturate the weak quadrupole transition. In our study, up
to 10-12 orders of magnitude higher power densities [74, 75] are present
which can lead to significant standing wave effects in the optical res-
onator.

Effects of a strong standing wave on neutral molecules had been theo-
retically explored in the past by Letokhov and Chebotayev [78]. The
finite polarizability of molecules leads to an axial striction force due to
the strong electric field gradient, imposing axial velocity modulation,
or ultimately, even axial trapping of molecules. The resulting velocity
modulation can easily lead to effective dephasing of resonant molecules
and can be considered as a depopulation effect. For the condition on
resonance, which is usually the case for saturation spectroscopy, the
striction force can be severely enhanced as the dynamic polarizability
changes significantly near the molecular resonance. Recently the effect
of standing waves on the vibrational spectrum of HD [53] and H2 [180]
was considered.

7.3.3 Carrier-Sideband saturation spectroscopy

In order to mitigate the possible effects of the on-resonance strong stand-
ing wave and simultaneously prolong the transit time through the intra-
cavity laser beam, Doppler-detuned measurements were performed at
FSR/2 detuning, as shown in Fig. 7.1(b). A direct overlap of the two
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(a) (b)

Figure 7.5: Comparison of NICE-OHMS signals for Carrier-Carrier and Carrier-
Sideband (FSR/2 detuned) schemes at 1 kW intracavity power and at (a) 0.25 Pa and
(b) 0.10 Pa. The sideband (probe) has been kept to a low power of 5 W, equivalent
to 0.5% of the carrier (pump) power. Note that the blue line corresponds to the
measured frequency of the generic Lamb dip as in Fig. 7.2.

different NICE-OHMS signals (the central carrier-carrier resonance and
the FSR/2 detuned carrier-sideband) is accomplished by correcting for
the detuning frequency (Fig. 7.5). Comparison between both measure-
ment schemes are made and a blue and red marker for the supposed
recoil positions are added, where the blue line indicates the extracted
frequency position for the ’generic Lamb dip’. This shows that under
reduced probe (sideband) powers the red recoil component increases in
amplitude, from which can be concluded that the ’generic Lamb dip’ at
low powers is composed of the blue recoil component only. Moreover, at
reduced pressure and very low sideband amplitude, the red recoil com-
ponent is nearly fully recovered. Note that at the powers of 1 kW the
line shapes of individual components become asymmetric. The summa-
tion of the unequal intensity recoil components then causes an apparent
frequency shift of the weakest (red) component.

From these systematic studies we conclude that the observed generic
Lamb dip corresponds to the blue recoil shifted component. Correcting
for the recoil shift of 70 kHz, and taking into account the contribu-
tions to the overall uncertainty (7.3 kHz statistical, with pressure and
power effects included, and calibration 1 kHz) the frequency of the S(0)
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(2-0) quantum transition in H2 is determined at 252 016 361 164 (8) kHz,
with a relative precision of 3× 10−11 representing the most accurate de-
termination of a vibrational splitting in a hydrogen isotopologue [36].

7.4 Conclusion

Comparing with the best theoretical result for the S(0) transition fre-
quency, obtained via the approach of non-adiabatic perturbation the-
ory (NAPT) [159] and computed with the H2SPECTRE code [181] the
experimental result is higher by 2.6 MHz. The uncertainty from this
NAPT approach is 1.6 MHz, hence the deviation between experiment
and theory is at 1.6σ, and determined by the E(5) leading order QED-
term. Part of this E(5) term was recently recomputed [182] but the issue
of systematic discrepancies for vibrational splittings in HD, at the level
of 1.9σ, was not resolved. Now deviations of a similar size are found for
the homonuclear H2 species. For the binding energy of two particular
levels in H2, J = 0, 1 in v = 0, separate and dedicated calculations of rel-
ativistic and QED corrections were carried out employing nonadiabatic
explicitly correlated Gaussian wave functions, yielding an accuracy of
0.78 MHz [4]. The present experimental results pose a challenging test
bench for such advanced theoretical approach.
As an outlook we note that the lifetimes of all rovibrational levels in the
H2 electronic ground state exceed 105 s [183], thus allowing in princi-
ple for metrology of 20-digit precision if the natural lifetime limit can
be reached. This will push tests of the computational approaches to
molecular quantum electrodynamics and searches for physics beyond the
Standard Model [6] to the extreme. The present experiment signifies a
step in that direction.
Financial support from the Netherlands Organisation for Scientific Re-
search (NWO), via the Program “The Mysterious Size of the Proton”
is gratefully acknowledged. We thank several members of the Quan-
tum Metrology & Laser Applications group at VU Amsterdam (Edcel
Salumbides, Max Beyer, Kjeld Eikema, Jeroen Koelemeij, Yuri van der
Werf, Hendrick Bethlem) for helpful discussions.
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CHAPTER 8
Hyperfine structure in a
vibrational quadrupole
transition of ortho-H2

Abstract

A Lamb dip spectroscopic measurement of the Q(1) tran-
sition in the (2-0) overtone band of ortho-H2 is performed with
the ultra-sensitive NICE-OHMS intracavity absorption technique
at 1238 nm. For the first time individual hyperfine components
of a vibrational transition in H2 are resolved, displaying a pattern
of 4 overlapping components with singly isolated components at
the red and blue side. Weak components at a line strength of
4.4×10−28 cm/molecule could be observed as a Lamb dip. Analy-
sis yields a hyperfineless purely rovibrational transition frequency
for the Q(1) (2-0) line in H2 at unprecedented accuracy for any
rovibrational transition in a molecular hydrogen isotopologue. Its
frequency is 242 091 630 140 (9) kHz under the assumption that
only a blue recoil component is observed. A 1.7σ deviation from
the most advanced quantum electrodynamics calculations is ob-
tained, forming a challenge for theory.

This chapter is based on: Hyperfine structure in a vibrational quadrupole
transition of ortho-H2, M.L. Diouf, F.M.J. Cozijn and W. Ubachs, Molecular
Physics, e2304101 (2024)
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8. Hyperfine structure in a vibrational quadrupole
transition of ortho-H2

8.1 Introduction

In the early days of quantum mechanics it became readily understood
that the coupling of the nuclear spins of two protons (Ip = 1

2) effectively
gives rise to two separate molecular hydrogen species: one with a com-
bined spin of I = 0 for para-hydrogen, and one with a spin of I = 1
for ortho-hydrogen. The Pauli principle, requesting an anti-symmetric
wave function under permutation of two identical fermions, rules that
the para-species only accommodates quantum states of even rotational
angular momentum J , while the ortho-species has J = odd. This sepa-
ration into non-convertable species strongly impacts the thermal prop-
erties of hydrogen gas, in particular the specific heat, as discussed by
Farkas [184].

Only in ortho-H2 the proton spins give rise to a hyperfine structure
as was investigated in the measurement of radio-frequency splittings
in the J = 1 rotational state by Ramsey and coworkers [185–187].
Notwithstanding the vast amount of precise spectroscopic studies of
the hydrogen molecule over decades, the hyperfine substructure is hith-
erto not observed in the vibrational spectrum [19, 26, 188], the Raman
spectrum [29], neither in the strong dipole-allowed Lyman and Werner
bands [189, 190], nor in the large number of optical transitions connect-
ing electronically excited states of singlet symmetry [191].

In some transitions involving triplet states hyperfine structure could be
resolved, due to the coupling of the S = 1 electron spin to the nu-
clear spins. The Ramsey-type technique was extended to investigate
the hyperfine structure of the metastable c3Πu state [192]. Miller and
Freund developed the microwave optical magnetic resonance technique
allowing them to resolve the hyperfine structure in the d3Πu and k3Πu

triplet states [193, 194]. Ottinger and coworkers also employed beams of
metastable H2 to unravel the hyperfine structure in g3Σ+

g , h3Σ+
g , i3Πg

and j3∆g states [195]. A special case is that of the hyperfine struc-
ture in Rydberg states of orthohydrogen, which was measured through
millimeter-wave spectroscopy [196]. In this case the unpaired electron of
the H+

2 ion core induces a strong electronic-nuclear spin coupling, giving
rise to large hyperfine splittings, while the very small intervals probed by
millimeter waves significantly reduce the Doppler width. Some of these
splittings could also be resolved via laser excitation to high-n Rydberg
states [10].

In the present study the hyperfine structure in a vibrational transition
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is resolved for the first time in H2. As an extension to a previous work
on the measurement of the S(0) line in the (2-0) overtone band of para-
H2 [197] now the Q(1) line in ortho-H2 is observed as a Lamb dip. The
sensitivity to record saturation spectra of extremely weak quadrupole
transitions is achieved via the technique of NICE-OHMS.

8.2 Experiment

Saturation spectroscopy of the Q(1) quadrupole overtone transition is
performed in a specially designed and built vibration-isolated and cryo-
cooled cavity setup for a measurement of the S(0) line in para-H2 [197].
For the implementation of the NICE-OHMS spectroscopy methods [56,
58], involving locking of the external cavity diode laser to the cavity and
to a frequency comb laser (disciplined by a Cs-clock and by GPS), as
well as an additional low-frequency wavelength modulation and lock-in
detection, and absolute frequency measurement, we refer to previous
reports on investigations of the HD molecule [145] and of water [154].

Two major differences with respect to the para-H2 study are imple-
mented. The concave mirror in the hemispherical resonator of length
371 mm, now has a radius-of-curvature of 6 m. This results in a larger
intracavity beam waist (radius 754 µm), therewith somewhat reducing
the line broadening due to transit-time effects. The wavelength of the
external-cavity diode laser now runs at 1238 nm, outside the gain profile
of the tapered amplifier, which is bypassed in the current study. For the
highly reflective mirrors (R > 0.999989) yielding a finesse of 290,000
now the maximum intracavity intensity is limited to 300 W. Further,
the typical temperature operation range of 72 K was kept, and pres-
sure settings are in the range 0.25-1.0 Pa. The configuration yields the
stability for long time averaging over multiple scans for many hours.

8.3 Results

8.3.1 Hyperfine resolved Lamb dip measurements

A characteristic spectrum of the Q(1) line of ortho-H2 in the (2-0) band,
measured as a saturated absorption signal, is presented in Fig. 8.1. Mea-
surement conditions are 300 W intracavity power (at beam diameter
1.5 mm), 0.25 Pa H2 pressure, and 72 K temperature. For compari-
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(a)

(b)

Figure 8.1: (a) Recorded spectrum of the Q(1) line in the (2-0) band of H2

measured at λ = 1238 nm, a temperature of 72 K, a total hydrogen pressure of
0.25 Pa and intracavity powers of 300 W. The absolute frequency scale is given via
f0 = 242 091 630 198 kHz. (b) Hyperfine components as a stick spectrum with rela-
tive intensities from Ref. [198] and color coding congruent with that of Fig. 8.2. The
orange curve (in both panels) represents the result of a fit while keeping the hyperfine
structure splittings fixed to the calculated values. The green curve gives the result
for a fit in which the positions of the outer components were varied. The vertical
dashed lines indicate the location of the hyperfine components when fitted.

son a stick spectrum, based on computations by Jozwiak et al. [198],
is displayed. The hyperfine level structure of the Q(1) line, shown in
Fig. 8.2, also based on Ref. [198], comprises 6 hyperfine components, of
which 4 convolve into the central strong component, and one isolated
and red-shifted (red colored) and one blue shifted by the approximately
the same amount (blue colored). The length of the sticks in Fig. 8.1
corresponds to the computed (relative) intensities [199], that are listed
in Table 8.1. Note that the total absorption line strength over all hy-
perfine components, and defined for linear absorption, is as small as
3.9 × 10−27 cm/molecule. The isolated side components have a line
strength of 4.4× 10−28 cm/molecule. Their detection marks one of the
weakest resonances observed as Lamb dips.

The experimental spectrum is fitted to the expected line shape of a 1f -
demodulated NICE-OHMS signal as measured in the present study [172,
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8.3. Results

Figure 8.2: Stick spectrum representing all hyperfine components of the Q(1) line in
the (2-0) band of H2 based on calculations by Jozwiak et al. [198]. While the ground
state is v = 0, the excited state is v = 2, the quantum numbers in brackets |J , F >
represent the rotational angular momentum J and the total angular momentum F
also including nuclear spin. The color code of the components mirrors that of Fig. 8.1.

197]:

F (f)1f =
∑
i

4Ai

[
Γ2 − 4(f − (fi − f0))

2
]

[Γ2 + 4(f − fi − f0))2]
2 . (8.1)

In this fitting procedure 6 hyperfine components are included at fre-
quency fi, whereby the frequency splittings are fixed to the level scheme
of Fig. 8.2, and the intensities to the relative transition moments from
theory [180, 198] (see Table 8.1). The fit results in three parameters: an
intensity value A, a central frequency of the hyperfineless position f0,
and a value for the width parameter Γ, which is assumed to be equal for
all components.

8.3.2 Systematic effects

The absolute frequency of the f0 position in the spectrum is determined
at f0 = 242 091 630 198 kHz, at a 5 kHz statistical uncertainty (1σ) re-
sulting from the fitting procedure. The fit is represented by the thin
orange line in Fig. 8.1. It was produced from a least-squares approach,
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Table 8.1: Relative intensities of the six hyperfine components of the Q(1) line in
the (2-0) band of H2 as extracted from [199]. The intensities are listed in relative
numbers; when multipled by 10−28 the numbers present the absolute line strengths in
cm/molecule. In the final column the transition frequencies of the individual hyper-
fine components are listed with respect to the purely rovibrational or hyperfineless
transition, in units of kHz.

Component Intensity Frequency (kHz)
|1, 2 >← |1, 0 > 4.38 -599.5
|1, 2 >← |1, 1 > 9.86 -53.0
|1, 2 >← |1, 2 > 7.67 2.3
|1, 1 >← |1, 1 > 3.29 6.1
|1, 1 >← |1, 2 > 9.86 61.5
|1, 0 >← |1, 2 > 4.38 571.8

fixing the relative intensities and the hyperfine splittings to the com-
puted values by Jozwiak et al. [198], while a common width parameter
Γ = 210 (13) kHz (FWHM) was determined. In an alternative fitting
approach the frequency positions of the outer two components of the
hyperfine structure were varied. Where theory predicts a splitting of
1171 kHz, the experimentally deduced splitting is 1124 (15) kHz, devi-
ating by a significant 3σ from prediction. Both outer hyperfine compo-
nents become shifted inwards toward the hyperfineless zero-position by
27 (7) kHz and -21 (11) kHz, for the red and blue components respec-
tively. The position of the zero-point shifts only by 2 kHz, which we
adopt as a contribution to the systematic error budget.

A number of additional systematic effects should be considered before
extracting the hyperfineless purely rovibrational transition frequency.
For an assessment of the pressure shift comparative measurements were
performed at pressures of 0.25 Pa (as displayed in Fig. 8.1) and at 0.5 Pa.
Results differ by 1 (7) kHz, at insufficient precision to determine a pres-
sure shift coefficient. For the S(0) line in para-H2 a pressure shift of
15 kHz/Pa was determined [197]. Based on this we estimate a pressure
shift correction of +3 (1) kHz. The non-availability of a tapered am-
plifier at λ = 1238 nm prohibited measurement of a power dependence.
Hence we relied on the measured coefficient of 12(1) kHz GW−1cm2 for
the S(0) line at 0.25 Pa; based on this we implement a power correction
of +4 (1) kHz for the present measurement at 300 W. The correction
for the second order Doppler effect is negligibly small (< 1 kHz) [197].
Considering this, the frequency for the purely rovibrational Q(1) tran-
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sition is f0 = 242 091 630 205 (9) kHz. The contributions to the error
budget and the extraction of the final frequency are listed in Table 8.2.

Table 8.2: Error budget for the measurement of the purely rovibrational transition
frequency of the Q(1) line in the (2-0) band of H2. For details see main text.

Effect Frequency (kHz) Uncertainty (kHz)
Fitted frequency 242 091 630 198 5
Hyperfine zero - 2
Pressure shift 3 1
Power shift 4 1
Blue recoil -65 -
Final frequency 242 091 630 140 9

8.3.3 Recoil doublet analysis

From early work in laser spectroscopy [73, 75] a recoil doublet, compris-
ing of a red and a blue shifted recoil component at frec = ±hν0/2mc2

is to be expected in saturation spectroscopy. Intriguingly, such a recoil
doublet was not observed in our previous study on the S(0) quadrupole
transition of H2 [197]. In the present investigation of the Q(1) line,
effects of a recoil doublet on the experimental lineshape is expected at
a recoil-doublet splitting of 2× 65 kHz.

In Fig. 8.3 the observed experimental data is analyzed for possible effects
of a recoil doublet. In panel (a) a comparison is made between the
experimental data and a single recoil component of width Γ = 200 kHz.
In panel (b) the experimental data is compared with simulations in which
each individual hyperfine component is convoluted with the expected
recoil doublet for varying widths Γ. For the low-frequency hyperfine
component, it follows that it is not possible to match the observed line
shape with any of the simulated doublet models. For the central feature
it is directly apparent that all three models are significantly broader
than the experimental data. From this analysis we conclude that the
observed Q(1) line cannot be composed of a recoil doublet, similar to
the case of the S(0) transition in para-H2.

In the present case of Q(1) it cannot be decided whether the red or blue
recoil component is observed as the measurement of a doublet under
different power conditions could not be performed, due to the lack of a
tapered amplifier at λ = 1238 nm. Hence, the observed single compo-
nent is interpreted as the blue recoil component, in analogy to the case
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(a)

(b)

Figure 8.3: Analysis of the possible contribution of a recoil doublet to the experimen-
tal data of the Q(1) line. The vertical dashed line indicates the fitted line position
of the low-frequency isolated hyperfine transition as in Fig. 8.1. (a) A model fit
consisting of a single recoil component to the experimental data, yielding a 200 kHz
(FWHM) transition width. (b) A comparison of the experimental data with a model
consisting of the recoil doublet splitting of 130 kHz for varying widths as given in the
legend.

of the S(0) line, for which further proof was provided [197]. Under this
assumption the frequency of the purely rovibrational transition is then
f0 = 242 091 630 140 (9) kHz.

The switch to a 6 m radius mirror compared to the 2 m mirror in the
previous study on the S(0) transition [197] resulted in a decrease of
the observed linewidths at 0.25 Pa from around 250 kHz to 200 kHz
currently. This narrowing is a direct result of the 39% increase in transit-
time due to the larger beam size. The observed 200 kHz width is also
significantly lower than the predicted transit-time width of 320 kHz (for
a temperature of 72 K), which can be attributed to the selection of cold
molecules in the weakly saturating regime. While a width-to-pressure
dependency is absent in this study, preventing extrapolation to zero
pressure, an upper limit on the effective temperature can be set at 28 K.
The less-than-anticipated narrowing from the transit-time increase can
be attributed to the still significant collisional broadening at 0.25 Pa,
which limits a further decrease of the observed widths. Another factor
at play due to the increased beam size and thus transit-time, can be
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that faster molecules start to participate in the saturation signal and
somewhat limit the effect of the increased beam size on the linewidth.

8.4 Discussion

The present result for the Q(1) (2-0) purely rovibrational transition fre-
quency signifies a benchmark for comparing with state-of-the-art quan-
tum ab initio calculations in the framework of relativistic quantum
electrodynamics (QED). The theoretical results are produced at vari-
ous levels of sophistication, either via non-adiabatic perturbation the-
ory [151, 159], or via a four-particle variational calculation [4, 5]. The
results are being made public via the program suite H2SPECTRE, the
latest version being 7.4 [200]. Theoretical transition frequencies in the
(2-0) bands of the hydrogen isotopologues yield uncertainties of about
1.0 MHz. Previous results and compilations of transition frequencies of
the (2-0) vibrational bands witnessed higher experimental values with
respect to theory, for HD [36, 201], for H2 [188, 197], and for D2 [37, 202].
For a vast number of lines there occurs a systematic and therefore sig-
nificant offset between experiment and theory of 1.7 − 1.8σ, where the
uncertainty is fully determined by the theoretical results.

The present experimental result represents one of the most accurate
measurements of vibrational transitions in the hydrogen isotopologues.
The value fexp = 242 091 630 140 (9) kHz may be compared with the
theoretical value of ftheory = 242 091 627.70 (1.47) MHz, which is again
off by 1.7σ. This result reconfirms the existing challenge for theory.
Recently it was discussed that a more advanced treatment of the leading
order QED term, scaling like mα5 is required [182].

8.5 Conclusion

In the present experimental study, performing saturation spectroscopy
of the Q(1) transition in the (2-0) band with the NICE-OHMS tech-
nique, for the first time hyperfine structure is resolved in a vibrational
transition of H2. The overall pattern of predicted hyperfine splittings in
the H2 vibrational transition [198] is found in reasonable agreement with
the present experimental result, although a 3σ deviation is found for the
splitting between the outermost spectral components. The purely rota-
tional transition frequency deduced from the center-of-gravity of the
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hyperfine structure yields a value accurate to 9 kHz, establishing the
most accurate vibrational transition in H2 measured so far. The ob-
served deviation from quantum ab initio computations for this purely
rovibrational structure is at the 1.7σ level, similar to previous findings
on other molecular hydrogen isotopologues. This forms a challenge for
theory.
Financial support from the Netherlands Organisation for Scientific Re-
search (NWO), via the Program “The Mysterious Size of the Proton” is
gratefully acknowledged.
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CHAPTER 9
Precision Measurement of

Vibrational Quanta in
Tritium Hydride (HT)

Abstract

Saturated absorption measurements of transitions in the
(2-0) band of radioactive tritium hydride (HT) are performed
with the ultra-sensitive NICE-OHMS intracavity absorption tech-
nique in the range 1460-1510 nm. The hyperfine structure of
rovibrational transitions of HT, in contrast to that of HD, ex-
hibits a single isolated hyperfine component, allowing for the ac-
curate determination of hyperfineless rovibrational transition fre-
quencies, resulting in R(0) = 203 396 426 692 (22) kHz and R(1) =
205 380 033 644 (21) kHz. This corresponds to an accuracy three
orders of magnitude better than previous measurements in triti-
ated hydrogen molecules. Observation of an isolated component
in P(1) with reversed signal amplitude contradicts models for line
shapes in HD based on cross-over resonances.

This chapter is based on: Precision Measurement of Vibrational Quanta in
Tritium Hydride (HT), F.M.J. Cozijn, M.L. Diouf, V. Hermann, M. Schlösser and
W. Ubachs, Physical Review Letters 132, 113002 (2024)
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9. Precision Measurement of Vibrational Quanta in
Tritium Hydride (HT)

9.1 Introduction

In the recent decade rapid progress has been made in precision investi-
gations of the quantum level structure of the smallest neutral molecu-
lar entity, the hydrogen molecule, existing as three stable isotopologues.
On the theory side non-relativistic quantum electrodynamics (QED) has
been developed into the framework of nonadiabatic perturbation theory
(NAPT) [151, 159]. This has resulted in a publicly available code for
computing level energies in molecular hydrogen [200]. In parallel, so-
called pre-BO methods have been developed that treat the 4-particle
system in a direct variational approach [203, 204] leading to the most
accurate binding energies of molecular hydrogen [4, 5]. Such very ac-
curate computations have recently been performed for vibrational tran-
sitions in tritium-bearing hydrogen molecular isotopologues [205]. On
the experimental side a series of measurements has been reported for
the benchmark quantity of the dissociation and ionization energies of
H2 [9], D2 [11], and HD [12] now reaching accuracy at the 1 MHz level
and in agreement with theory.

As an alternative to the measurements based on electronic excitation,
studies of vibrational splittings in the (X1Σ+

g ) electronic ground state
of molecular hydrogen may lead to improved accuracy and more ad-
vanced tests of theory in view of the long lifetimes of the states in-
volved. The weak dipole moment in hydrogen deuteride (HD) heteronu-
clear species gives access to dipole-allowed vibrational transitions, mea-
sured via Doppler-broadened absorption spectroscopy [28, 30, 31], and
recently also in saturation spectroscopy [50, 145]. Exploitation of the
full potential of the extremely narrow Lamb dips is hampered by the
asymmetry in the observed line shapes. This was ascribed to underlying
and unresolved hyperfine structures [51], but also to other phenomena
such as the effect of standing waves in intra-cavity experiments [53, 180].

The HT isotopologue is similarly accessible for dipole transitions. The
gas loads required to operate molecular beams cannot be supported by
the exempted activity limit (1 GBq, corresponding to 11.3 mbar·cm3

for T2) allowed in any laser laboratory inside the European Union. Ex-
perience with spectroscopic measurements on small samples of tritium
containing hydrogen molecules was recently gained by our collabora-
tive team in performing Coherent Anti-Stokes Raman (CARS) mea-
surements on static samples of T2 [38], DT [39] and HT [40] achieving
frequency accuracies of 10 MHz in vibrational splittings. Before, bench-
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mark studies had been performed via spontaneous Raman [206] and via
intracavity laser absorption [207].

In rovibrational transitions the HT isotopologue appears to have an
advantageous hyperfine structure when compared to HD. It is simpler
with less components, as IT = 1/2 compared to ID = 1, but more impor-
tantly, rovibrational transitions in HT exhibit a single isolated hyperfine
component that can possibly be resolved in a high resolution saturated
absorption study [208]. The present experimental study exploits this
advantage.

9.2 Experiment

9.2.1 Radiation-safe design for tritiated hydrogen

Saturation spectroscopy of HT rovibrational lines is performed in an op-
tical configuration similar to the one used for the HD experiments [51,
145]. However, a major redesign (see Fig. 9.1) was undertaken in or-
der to operate a Noise-Immune Cavity-Enhanced Optical Heterodyne
Molecular Spectroscopy (NICE-OHMS) experiment under radiation-safe
conditions.

Two layers of gas sealing windows (wedged and angled) were used for
radiation safety. A small bore diameter (d = 10 mm) cavity was cou-
pled to two connected vacuum sealable chambers containing sintered
porous getter materials (SAES, St171). These getter materials have the
property that they perform as an active pump for all gases when cool-
ing down, but do release only hydrogen when heated to temperatures
in the range 600-900 oC. A first hydrogen-loaded getter was prepared
at the TLK tritium gas-mixture infrastructure TRIHYDE [209] with a
H2:HT:T2 mixture (with H:T= 1:1) equivalent to 1 GBq activity. Since
the getter stores hydrogen in atomic form, pure samples of HT could
not be operated with [210].

After loading the getter the tritium was transported to LaserLab Am-
sterdam and connected to the multi-chamber vacuum system. These
measures and preparations allowed to perform measurements during a
6-week campaign, while each day evacuating the connected optical cav-
ity to a low base pressure by a second larger-sized getter positioned in
a separate cell, functioning as a pump in the setup. Before starting the
measurements tritiated gas was released into the optical cavity at a de-
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Figure 9.1: Schematic of the tritium-adapted setup: The optical cavity with two
reflective mirrors, a piezo stack and two sealed optical windows, is fully metal-sealed
using indium wire seals (orange). The assembly is inside a secondary vacuum for
additional stability and safety. Getter G1 is the tritium source to acquire and store
the tritium. Getter G2 serves as an additional backing pump for when the experiment
is not active. The third valve enabled initial pump-down. PG: pressure gauge.

sired hydrogen pressure in the range 0.1-1.0 Pa by controlled heating of
the first getter.

9.2.2 NICE-OHMS methodology

For the HT frequency metrology studies a diode laser (TOPTICA DL
Pro) running in the range 1430-1520 nm is used. Signal detection of the
saturation spectra is accomplished via the NICE-OHMS technique [43,
56, 58] using sideband modulation of the carrier wave, at frequency
fc± fm with fm = 405 MHz, matching the free-spectral-range (FSR) of
the cavity for generating the heterodyne NICE-OHMS signal. Feedback
mechanisms were applied, locking the laser to the optical cavity for
short-term stabilization, and locking the laser to a frequency comb for
canceling long-term drift and frequency measurement [51, 145], as well
as DeVoe-Brewer locking of the sidebands to the cavity [80]. The optical
cavity of length 0.37 m is hemispherical with one curved mirror at a
radius-of-curvature of 2 m, resulting in a collimated beam at a waist
diameter of 1.2 mm. With reflectivities of R = 99.996% a cavity finesse
of 80,000 is achieved for obtaining intracavity powers of 400 W.

Further noise reduction is accomplished via slow modulation of the cav-
ity length (at 395 Hz) at varying peak-to-peak amplitudes of up to
100 kHz and lock-in detection and demodulation at the first deriva-
tive (1f). This 1f signal should result in a derivative of a dispersive
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Figure 9.2: (a) Recorded spectra of the R(0) line at a total hydrogen pressure of
0.5 Pa (50% HT) for intracavity powers of 80 W and 400 W. The absolute frequency
scale is given via f0 = 203 396 427 135 kHz. In the inset the single isolated hyperfine
component is shown with a fit, the width of the blue bar representing the statistical
uncertainty. The width of the purple bar, at the location of the purely rovibrational
transition, represents the final uncertainty. (b) Hyperfine components as a stick
spectrum (strength indicated by dipole moments de); (c) Level scheme of hyperfine
components.

Lorentzian profile [172], hence in a symmetric line shape, as was found
for saturation spectroscopy of water [154].

9.3 Results and discussion

9.3.1 Measurements of the R(0) and R(1) lines

Saturated absorption spectra were measured for two overtone rotational
lines in the (2-0) band of HT. Typical recordings took some 12 hours
of averaging. A first saturated absorption spectrum, recorded for the
R(0) line, is presented in Fig. 9.2. The spectral structure consists of a
broad dispersion-shaped resonance, reminiscent of the features observed
in HD [50–52, 145, 161], and is associated with the overlapping features
of 5 hyperfine components as color-coded in panels (b) and (c) of Fig. 9.2.
In the computations by Jozwiak et al. [208] only the couplings between
nuclear spin and rotation are included, yielding the hyperfine splittings
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Table 9.1: Results of the experimental transition frequencies of the purely rovibra-
tional (hyperfineless) lines R(0) and R(1) in the (2-0) band of HT, and a comparison
with results from a calculation in which the non-relativistic energy is computed via
the direct non-adiabatic approach [205]. Differences are also presented in terms of
the combined standard deviation (σ) of experiment and theory.

Line Exp. (kHz) Ref. [200] (MHz) Diff. (MHz) Diff. (σ)

R(0) 203 396 426 692 (21) 203 396 424.9 (9) 1.8 (1.1) 1.8
R(1) 205 380 033 644 (22) 205 380 031.7 (9) 1.8 (1.0) 1.8
P(1) 198 824 820 600 (100) 198 824 819.0 (9) 1.9 (1.1) 1.7

in J = 0 rotational levels, between F = 0 and F = 1 components, to be
zero, while in refined calculations of the spin-spin interaction a splitting
of 0.3 kHz is found for HT [211]. Unlike the case of HD there is a single
isolated hyperfine component, for excitation to the |10 > level, located
at the positive side of the hyperfineless position by 444 kHz [208]. This
component, observed as a symmetric narrow Lamb-dip in the spectrum
measured at the lower power of 80 W, is fitted (see inset in Fig. 9.2; only
the data points covering the isolated hyperfine component as displayed
in the insets are included in the fit) to the expected line shape of a
1f -demodulated NICE-OHMS signal [172, 197]:

F (f)1f =
4A

[
Γ2 − 4(f − f0)

2
]

[Γ2 + 4(f − f0)2]
2 , (9.1)

delivering the line position f0 of the isolated resonance and its width Γ.
A second spectrum, of the R(1) line in the (2-0) band, is displayed in
Fig. 9.3. Again, at the high-frequency side of a broad dispersion-shaped
feature, an isolated Lamb dip component appears, specifically in the
low-power recording (at 80 Watt intracavity). Its center position was
determined from a fit to Eq. (9.1), again for the data displayed in the
inset. For the R(1) line that component corresponds not to just one but
to three hyperfine components.
The spectroscopic analysis of the HT overtone resonances depend on
their favorable ordering of hyperfine components, exhibiting an isolated
narrow feature, not found in HD [51, 145], where all hyperfine compo-
nents are overlapped. The statistical uncertainty of the fit of the R(0)
line amounts to 11 kHz, while that of the R(1) is 6 kHz, due to its
better signal-to-noise ratio. No sign of asymmetry is found in the fit-
ting procedures to the experimental data, strengthening the assumption
that the isolated components represent absorption Lamb dips. The re-
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Figure 9.3: (a) Recorded spectra of the R(1) line at two different powers, with an
isolated Lamb dip at the high frequency side covering three hyperfine components.
The absolute frequency scale is given via f0 = 205 380 034 083 kHz, corresponding to
the fitted center position of the isolated Lamb dip as shown in the inset. Its width
(blue bar) represents the sum of the statistical uncertainty and the uncertainty con-
tribution of the three components (see text). The purple bar represents the location
and final uncertainty of the purely rovibrational transition frequency. (b) Hyperfine
stick spectrum for this transition. (c) Level scheme of hyperfine components; the
numbers in between levels denote the level splittings in units of kHz.

sulting values are transformed into frequencies of the hyperfineless or
purely rovibrational transitions by including the shift of the isolated
hyperfine component based on accurately computed values [208] as dis-
cussed above and illustrated in Figs. 9.2 and 9.3. Since for the R(1)
line the isolated Lamb dip is composed of 3 overlapping hyperfine com-
ponents a weighted average is taken, adding an uncertainty of 6 kHz.
The saturated absorption spectra do not exhibit a first order Doppler
effect, but are subject to a second order (relativistic) Doppler effect of
f2D = hν20v

2/2mc2, which amounts to 1.4 kHz for HT at room temper-
ature.

The overall pattern of the isolated components in the spectra show
that the spectra overlap for the two pressure recordings. Quantitative
analysis reveals that a pressure shift should be on the order of 5 kHz,
and is conservatively estimated at 10 kHz, which is in agreement to
pressure shifts found in HD (at 10 kHz/Pa) [51, 145] and in H2 (at
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15 kHz/Pa) [197]. Considering these systematic effects and contribu-
tions to the error budget final transition frequencies and uncertainties
are determinedand listed in Table 9.1.

9.3.2 Lamb peaks in P(1) spectrum

A spectrum of the P(1) line in HT was recorded as well at conditions as
indicated in Fig. 9.4. Similar to the case of the P(1) line in HD [146] the
saturated spectral components appear as Lamb peaks, rather than as
Lamb dips. In the case of HD this phenomenon of reversed signal am-
plitudes was interpreted as originating from the contribution of crossover
resonances, that were included in a comprehensive model based on opti-
cal Bloch equations [51]. An important learning from the present study
is that this cannot be the case for HT, as crossovers cannot interfere
with regular hyperfine components at the location of the isolated com-
ponent. It must be concluded that the present finding contradicts an
explanation based on crossover resonances for the signal inversion in
HD [146]. We do not have an explanation for the phenomenon of sig-
nal inversion, neither in HT nor in HD, which adds to the conundrum
of the dispersive-like line shapes of the strong saturation signals of the
non-isolated hyperfine components in both isotopologues. Future stud-
ies may reveal whether these phenomena are related to optical pumping,
collisional relaxation, or trapping effects of molecules in the nodes of in-
tense standing waves in the cavity. In view of the fact that P(1) is not
observed as a regular Lamb dip, we do not pursue extracting an accurate
transition frequency via fitting. A rovibrational transition frequency is
preliminary estimated at 198 824 820 600 kHz with a conservative uncer-
tainty estimate of 100 kHz.

9.3.3 Recoil shift

A note must be made on the recoil effect on the measured transi-
tions. As is known from the early days of laser spectroscopy in the
saturation regime both a red and a blue shifted recoil component is ob-
served [73, 75, 175] at frequencies frec = ±hν20/2mc2. For the case of the
R-lines of HT in the (2-0) band the recoil shift corresponds to ± 22 kHz.
Recently, in the case of a measurement of a Lamb dip in the very weak
quadrupole spectrum of H2 [197] only a single recoil component was ob-
served, which was interpreted as the blue recoil. In the present case of
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Figure 9.4: (a) Recorded saturated absorption spectra of the P(1) line in the (2-0)
band of HT for an intracavity circulating power of 400 W and hydrogen pressures as
indicated. The absolute frequency scale is given via f0 = 198 824 820 185 kHz. (b)
Stick spectrum of hyperfine components. (c) Level scheme of hyperfine components.

HT the combination of widths and noise levels do not allow for a deci-
sion whether the observed spectra cover both recoil components or only
one. Here we follow the generally accepted approach to the recoil phe-
nomenon in saturation that the blue and red recoil components average
out to no shift of the molecular resonance frequency. If the suppression
of red recoil components in intracavity saturation spectroscopy of weak
transitions is an ubiquitous feature, then the measured frequencies (as
in Table 9.1), should be lowered by 22 kHz. For the moment this is left
as an open issue.

9.3.4 Comparison with theory

The present experimental values for the transition frequencies in the
(2-0) band come timely for a comparison with very recent calculations
for the tritium bearing hydrogen isotopologues [205]. A recent calcula-
tion for based on a direct non-adiabatic approach (DNA, hence a four-
particle variational [4, 5] involving nonadiabatic James-Coolidge wave
functions led to an improvement by an order of magnitude, reaching
0.9 MHz for the overtone transitions in HT [205]. The DNA method
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was employed to compute non-relativistic energies at an accuracy of
10−13, so exact for the purpose of comparison with present state-of-the
art experiments. The results from the DNA non-relativistic approach
are augmented with computations of relativistic and quantum electro-
dynamical (QED) corrections [159], which produce the final theoretical
uncertainties.

These data have been incorporated in the H2SPECTRE program, ver-
sion 7.4 [200]. Results of the H2SPECTRE suit indicate that the uncer-
tainty in the computation of level energies amounts to 1.4× 10−4 cm−1

(or 4.2 MHz), but cancelation of uncertainty occurs when computing
the transition frequencies yielding uncertainties of 3.1× 10−5 cm−1 (or
0.9 MHz). H2SPECTRE also reveals the origin of the estimated uncer-
tainty, which is in the E(5) or mα5-term in the level energy expansion
of the fine structure constant, the leading order QED correction. In
Table 9.1 results from experiment and theory are compared for the lines
measured in the present study.

The data in Table 9.1 show that the accuracy of the present experi-
mental transition frequencies is among the highest in the hydrogen iso-
topologues, with those of HD [36] and H2 [197]. Again, a systematic
deviation is found between experiment and theory at the level of 1.8σ.
Previously, deviations at exactly the same 1.8σ were found for the (2-
0) vibrational bands in HD [36, 201], in H2 [188, 197], and in D2 [202].
This large set of data makes the deviations significant. Even for the more
advanced treatment of the leading order QED term, that was recently
recomputed [182], the discrepancies persist.

9.4 Conclusion

The present study exploits the favorable hyperfine structure in the tri-
tium hydride species using an isolated hyperfine component in the R(0)
and R(1) transitions in the (2-0) band to determine purely rovibrational
transition frequencies at an accuracy of 20 kHz, a thousand times bet-
ter than for any previously observed transition in a tritiated hydrogen
molecule. It is shown that measurement campaigns of extended duration
can be performed in a cavity-enhanced configuration without radioac-
tive tritium degrading the highly reflective mirror coatings, nor having
detrimental effects on the instrumentation. This opens the perspective
of adding all three tritiated hydrogen molecules to the set of bench-
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mark systems for testing molecular quantum theory and probing new
physics [6]. With the recent computations of non-relativistic energies in
the tritiated species [205], the current results of HT frequencies form an
accurate test ground for future computations of the mα5 nonadiabatic
QED term in molecular hydrogen isotopologues.
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