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Sensitivity for interaural time and intensity difference of auditory midbrain 
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The sensitivity for interaural time (ITD) and intensity (IID) difference was investigated for single units in the auditory midbrain 

of the grassfrog. A temporally structured stimulus was used which was presented by means of a closed sound system. At hest 

frequency (BF) the majority of units was selective for ITD as indicated by an asymmetrically (73%) or symmetrically (7%) shaped 

ITD-rate histogram. About 20% appeared to be nonselective. Units with a symmetrical rate histogram had BFs well above 0.9 kHz, 

whereas for the other categories no reiations~p with BF was observed. Most units had a selectivity for ITD which was rather 

independent from frequency and absolute intensity level. In 62% of the units interaural time difference could be traded hy interaural 

intensity difference. In most cases this so-called time-intensity trading could be explained by the intensity-latency characteristics of 

auditory nerve fibres. About 20% was sensitive to IID only and 5% to ITD only. A binaural model is proposed which is based on the 

intensity-rate and intensity-latency characteristics of auditory nene fibres. the linear summation of excitatory and inhibitory post 

synaptic potentials in second order neurons, and spatiotemporal integration at the level of third order neurons. By variation of only a 

small number of parameters, namely strengths and time constants of the connectivities. the range of experimentally observed 

response patterns could be reproduced. 
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Introduction 

Anurans can not rely on the same mechanisms 
used for sound localization as higher vertebrates 
do. Because anurans lack external ears, interaural 
spectral differences can be excluded as a possible 
cue for the localization of sound (Eggermont, 
1988). The interaural distance of frogs and toads 
is small compared to the wavelengths anurans use 
for acoustical communication. Therefore, external 
interaural intensity differences (IIDs) are 2 dB at 
maximum (Michelsen et al., 1986). Anurans, how- 
ever, are able to localize species-specific sounds 
(e.g. Walkowiak and Brzoska, 1982) with an accu- 
racy of about 15’ in the azimuthal plane 
(~einl~nder et al., 1979; Klump and Gerhardt, 
1989). The demonstrated accuracy corresponds to 
interaural time and intensity differences of about 
10 ps and 1 dB respectively (Aertsen et al., 1986, 
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Fay and Feng, 1987). If the anuran ear would act 
as a pressure receiver, as is the case in higher 
vertebrates, it is almost impossible for the central 

nervous system to detect these minute interaural 
disparities. Moreover, the relatively low body tem- 

perature (15’C) of anurans causes the nervous 
system to be relatively imprecise. 

Anurans, however, are equipped with a special- 

ized acoustic periphery. Both middle ears have an 
open connection with the mouth cavity via the 
large eustachian tubes, and possibly also with the 
lungs (Narins et al., 1988). The displacement of 

the eardrum is the result of interference of sound 
coming directly from the outside and sound con- 

ducted through internal pathways. Thus, the 
anuran ear acts more like a pressure-gradient re- 
ceiver (Feng and Shofner, 1981). By this mecha- 

nism the directionality of the acoustic periphery is 
increased substantially and the interaural dif- 

ference of eardrum displacement can be as large 
as 10 dB (Pinder and Palmer, 1983; Vlaming et al., 
1984; Michelsen et al,, 1986). 

Because of the intensity-latency characteristics 
of auditory nerve (NVIII) fibres, IIDs are trans- 
formed into rate and latency differences which 
can be as large as 15 spikes/dB and 1.4 ms/dB, 
respectively (Feng and Capranica, 1976, 1978; 
Feng, 1982). These interaural time differences 
(ITDs) are quite easily detectable by the central 
nervous system (Fay and Feng, 1987). On the 
basis of the NV111 intensity-latency function, one 
may expect a relation between the selectivities for 
ITD and IID in neurons receiving binaural input. 
Moreover, the relation between intensity and 
latency allows us to study the effects of interaural 
latency differences upon neural responses inde- 

pendent from the differences in ipsi- and con- 
tralateral firing rate. 

In most studies sensitivity for ITD and IID has 
been explored with rather simple stimulus ensem- 
bles: unmodulated tones, acoustic clicks and 
broadband noise (e.g. Feng and Capranica, 1976, 
1978; Irvine, 1987; Melssen and Epping, 1990; 
Yin et al., 1987). In this study stimuli consist of 
trains of pulses which closely resemble the frog’s 
mating call. Many neurons in the dorsal medullary 
nucleus (DMN), in the superior olivary nuclues 
(SON) as well as neurons in the torus semicir- 
cularis respond vigorously to such pulse trains 

(Walkowiak, 1984; Schneider-Lowitz. 1983). 
Therefore, the use of temporally structured stimuli 
is a more natural and powerful way to study 
mechanisms underlying the sensitivity for IID and 
ITD. 

Experiments were conducted in the torus semi- 
circularis (TS) of the grassfrog (Ranu temporuriu 
L.): which is regarded as the homologue of the 
inferior colliculus in higher vertebrates. First, an 
investigation into the neural response types to 
ITD stimulation has been performed. The rela- 
tions between, on the one hand, ITD selectivity 

and, on the other hand. best frequency (BF), re- 
sponse latency and degree of time-locking were 

examined. To gain insight into a possible depend- 
ency of the observed ITD selectivities on other 

stimulus parameters, a number of TS units was 
tested with different carrier frequencies and at 

various absolute intensity levels. Second, time-in- 
tensity trading of auditory midbrain neurons was 

investigated by a combined ITD-IID stimulus. 
A model is proposed which mimicks the differ- 

ent types of selectivity for IID and ITD that are 
observed in the auditory midbrain of the grass- 
frog. This model is based on 1) the NV111 inten- 
sity-rate and intensity-latency functions (Feng, 
1982) 2) the interaction of excitatory and inhibi- 

tory post synaptic potentials at the level of the 
DMN or SON, and 3) spatiotemporal integration 
in the torus semicircularis. 

Methods 

Single unit recordings were made in the torus 
semicircularis of the immobilized grassfrog. 
Animal preparation, acoustic stimulus presenta- 
tion and recording procedure have been described 

in detail in Melssen and Epping (1990). The 
stimulus presentation will be described only 
briefly. 

Acoustic stimulus presentation 

Stimuli were presented through a closed sound 
system. In order to separate effects due to inter- 
ference in the acoustic periphery and effects 
originating from binaural neural interaction the 
frog’s mouth was kept open during stimulation. 
The amplitude response of the sound system was 
flat within 5 dB for frequencies between 0.I and 
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3.2 kHz, which is a sufficient range for studying 

the auditory system of the grassfrog (Brzoska et 
al., 1977). Phase characteristics were smooth. Dif- 
ferences in amplitude and phase of both couplers 
were less than 2 dB and 30’ (at 0.5 kHz), respec- 
tively. Usually, stimuli were presented at intensi- 
ties in the range of 70-90 dB peak SPL (relative to 
20 pN/m’). These intensities are sufficient to 

evoke behavioural responses (Walkowiak and 
Brzoska, 1982; Brzoska 1984). As a search stimu- 

lus a sequence of tonepips. noise bursts, natural 
and artificial mating call variations was used (Van 

Stokkum. 1987). For units with very low thres- 
holds, which could experience internal acoustic 

crosstalk through the acoustic periphery (Feng 
and Capranica, 1976), stimulus intensities less than 
30 dB above threshold were applied. 

Stimulus ensemble 

Sensitivity for ITD and IID was investigated 
with equidistant pulse trains which were presented 
dichotically. Interaural time and intensity dif- 
ference were varied systematically. In the first 

type of stimulation (Fig. 1) the amplitude of the 
pulses in each train was constant (constant pulse 
intensity, CPI). In the second type, the amplitude 

IPI 

‘lOIns 

IL 

Fig. 1. Constant pulse intensity (CPI) and increasing pulse 

intensity (IPI) trains. The lower two traces represent a con- 

tralateral (CL) and an ipsilateral (IL) CPI pulse train-pair 

presented at ITD = + 9 ms and IID = - 6 dB. Carrier frequency 
is 0.5 kHz. Note the different time scales. 

of the pulses was increased linearly (increasing 

pulse intensity, IPI). Thereby the intensity dif- 
ference between the first and last pulse of each 
train was -20 dB. The pulse repetition rate was 

35/s. The number of pulses was 23 for the CPI 
stimulus and 21 for IPI. The pulse envelope (dura- 
tion 20 ms, on-off ratio 0.75) was taken from an 

original mating call of the grassfrog. Usually. best 

frequency was used as carrier frequency. Each 
train was presented once per three seconds 

whereby the sound intensity (causing an interaural 
intensity difference) or the stimulus-onset (causing 

an interaural time difference) at the ipsilateral ear 
were varied. To check the reproducibility of re- 

sponses each stimulus sequence was repeated at 
least 5 times. In the combined ITD-IID stimulus. 
IIDs ranged from - 12 up to + 12 dB in steps of 4 

dB and ITD values were - 5, - 3. - 1, 0. 1, 3 and 
5 ms, respectively. With positive IIDs the ipsi- 

lateral ear is stimulated more intensely than the 
contralateral ear. A positive ITD indicates a lag of 
the ipsilateral pulse trains (Fig. 1). To study sensi- 

tivity for ITD in finer detail, a similar stimulus 
was presented at a constant binaural intensity 
(IID = 0). Here, ITDs were varied pseudoran- 

domly between 0, kO.3, kO.6, +0.9, +1.2, +1.5. 
+2.0, +2.5, +3.0, +6.0, and _t9.0 ms. To mini- 
mize habituation effects, at the start three pulse 
trains with ITD = 0 ms were presented which were 
excluded from the analysis. 

Data analysis 

Neural responses were represented by event 
displays, reordered according to the stimulus 
parameter(s) of interest. Furthermore, the average 
firing rate as function of stimulus parameter was 

represented by means of rate histograms. The 
event display was considered to be an estimate of 
a unit’s sensitivity for the applied stimulus param- 

eter (Epping and Eggermont, 1985a). In case units 
exhibited spontaneous activity, a time window was 
applied to separate stimulus evoked events from 

spontaneous discharges. The time window was 
estimated from the peri stimulus time histogram. 
The response latency (LT) was defined by the time 
elapsed between the onset of the pulse train at the 
excitatory (mostly the contralateral) ear and the 
first occurrence of a stimulus evoked neural event. 



The degree of time-locking to the stimulus-en- 
velope was studied by means of the synchroniza- 
tion index (SI) or vector strength (Goldberg and 
Brown, 1969). For each ITD or ITD-IID combi- 

nation, the ST was computed from the correspond- 
ing period histogram. The cycle-time of the period 
histogram was 28 ms, which is equal to the time- 

interval between two consecutive pulses. The sig- 
nificance of time-lying was tested with the 

Rayleigh test for circular data (Hillery and Narins. 
7 987; Mardia, 1972). 

From the rate histograms, obtained with ITD 
stimulation, the so-called ITD response width 

(RW) and cut-off interaural time difference 
(CITD) were determined. Both RW and CITD 
serve as measures of the degree of ITD selectivity. 

The RW was defined as the difference between 
those ITDs where the rate histogram was at 20% 
and 80% of maximum, respectively. The CITD 
was defined by the ITD at which the firing rate 

was reduced to 50% of the ma~mum. 
The average response rates to the ITD-IID 

stimulus were arranged into a two-dimensional 
rate matrix F(AT, AZ). Each column in this ma- 
trix represents the averaged rate as function of 
IID given a particular ITD whereas each row 
represents the ITD-rate function given a particular 
IID. The two-dimensional rate matrix F was ap- 
proximated by a second degree polynomial func- 
tion .f: 

f(AT, AZ} = a, + a, AT-t a2 AZ+ a3 AZ AT 

+ a4 AT2 + a5 AI2 (1) 

For this purpose a fit-procedure (HFTI algorithm, 
Lawson and Hanson, 1974) was applied which 
yielded a (~n~urn norm) least squares solution, 
i.e. the parameters ao-a5. These parameters indi- 
cated in how far response rate depended in a 
(non)linear way on interaural time and intensity 
difference. The quality of the fit was expressed by 
the mean square error. A small mean square error 
indicated a nearly perfect fit of the rate function 
f(AT, AZ). For fits with a mean square error less 
than 0.5, we determined the so-called trading ratio 
coefficient (TR) which serves as a measure of the 
degree of time-intensity trading. Therefore the 
ratio of the partial derivatives af,4 AZ and 

af/a AT was averaged over both AT and A/. For 
instance, if time is traded by intensity in a linear 
way, thus if the parameters cri up to Al< are 
approximately zero, then the trading ratio is equal 
to TR = a/a,_ A TR equal to 0.25 ms/dB means 
that a change of 0.25 ms in ITD can be counter- 

acted by a simultaneous IID change of 1 dB. An 
infinite TR indicates that a unit is only sensitive 
for IID, whereas a TR equal to zero corresponds 

to a sensitivity for ITD only. 

The binaural model 

Our main goal was to study the mechanisms, 
which underly the sensitivity for ITD and IID of 

second (DMN, SON) and third order (TS) neu- 
rons. Because of the decoupling of the periphery 
by the open mouth, there was no need to incorpo- 
rate properties of the anuran acoustic periphery 
(Aertsen et al., 1986). It was beyond the scope of 
the present paper to model explicitly properties of 
the peripheral auditory pathway, i.e. the amphibian 
and basilar papillae and the auditory nerve. In- 

stead, the functionality of the peripheral pathway 
was translated into representative intensity-rate 
and intensity-latency functions. For this purpose, 
we first averaged the rate and latency functions of 
NV111 fibres, as determined by Feng ( 1982). Feng’s 

original dataset (thin lines) is depicted in Fig. 2 
(upper panel). Next, the averaged rate function 
was estimated by a sigmoidal function R(I): 

R(Z)=R,exp[a(Z@(Z)-m)] 

/(l +exp[a(ZQ(Z)-m)l) (2) 

The parameters R, and (Y determine the maxi- 
mum firing rate and the steepness of the rate 
function, respectively. The parameter m de- 
termines the onset of the sigmoidal curve and 
thereby the level of spontaneous activity of the 
NV111 fibres. The variable Z denotes the sound 
intensity relative to the fibres threshold. Both I 

and m are expressed in dB. The Heaviside func- 
tion o(Z) is equal to 1 for Z > 0, otherwise 0. The 
averaged latency function was fitted by the func- 
tion L(Z): 

L(Z)=L,-t/3/Z; Z>O (3) 
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Fig. 2. The binaural model. The thin lines in the upper panel 

represent rate and latency functions of auditory nerve fibres 

(Feng. 1982). Filled squares indicate points on the averaged 

rate and latency functions and fitted rate and latency curves 

are represented by bold lines. Data were used with kind 

permission of AS. Feng. Horizontal axes denote intensity level 

relative to threshold. Vertical axes represent firing rate (R) and 

response latency (LT), respectively. The middle traces illustrate 

the peripheral part of the model. The model was driven by 

contralateral (CL) and ipsilateral (IL) pulse trains. The lower 

trace depicts more central processing stages in a schematical 

way: event-summation and synaptic low-pass filtering. See text 

for a more detailed description. 

For Z 5 0 the latency function L(Z) was set to 
infinity. The parameter L, represents the asymp- 
totic response latency and p determines the con- 
cavity of the latency curve. The fit-functions R(Z) 

and L(Z) are also shown in Fig. 2 as bold lines. 
Estimated parameters of the rate and latency 
functions are provided in Table III (see Results). 
In the sequel, R(Z) and L(Z) will be referred to 
as the rate and latency functions. Stimulation of 
one ear with a single sound pulse results in the 
activation of a group of NV111 fibres (Fig. 2. 
middle trace). It was assumed that fibres are tuned 

to the same frequency and have the same threshold. 
Short term adaptation (Megela and Capranica, 
1981; Eggermont, 1985; Zelick and Narins, 198.5) 
was not incorporated and therefore. each pre- 
sented pulse yields the same activation pattern. 
The evoked activity in the contra- and ipsilateral 

NV111 is represented by u,.(t) and u,(t) respec- 
tively. Apart from a scaling factor, ux (t ) (k = i, c) 
resembles the peri stimulus time histogram ob- 
tained from the activity of a group of NV111 

fibres. For a single sound pulse presented to one 

ear at time t = 0, Us (t ) reads: 

I = w/,R(Z) exp[ -(t- L(f))/7k,ll 

k=i. c (4) 

The parameter w, can be regarded as the strength 
of the synaptic coupling between NV111 fibres and 
second order neurons. The time constants rL‘, and 
rLU, which model the degree of synchronization of 
NV111 activity as well as integrative properties of 

DMN units, determine the shape, i.e. the decay 

(rkd) and rise ( rkdrLU/( rLd + rkU)). of uL( t). The 
compound post synaptic potential (PSP), also 
called generatorpotential, is equal to u(t) = u,( t ) 
+ u,.(t). Note that for W, = -w,, the spontaneous 
activity levels of both NVIIIs cancel and hence 
u(t) = 0. Thusfar, our model shows many similari- 

ties with previous models on binaural interaction 
(e.g. Van Bergeijk. 1962; Itoh. 1984; Kuwada and 
Yin, 1987). In the next stage, action potentials are 

generated stochastically with help of a generator 
function g(u), also known as the intensity func- 
tion in point process literature (Cox and Isham, 
1980). The firing probability of a unit in an inter- 
val with duration At is equal to 

P[dN(t+At)=lIu(t)=u] 

= I- exp[ -g(u) At] (5) 

where N(t) is the counting ‘process, representing 
the total number of events up to time t, and 
dN(t) = N(t + At) - N(t) (Van Stokkum and 
Gielen, 1989). In all simulations the interval At 
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was 0.1 ms. In the present model pulse generation 
was semilinear: 

The parameter a can be used to model either the 
spontaneous activity level of a unit (a > 0) or a 
threshold mechanism (a < 0). Absolute refractory 
time (raabs) was included by means of a period of 
zero probability following a generated event. The 
output of neurons can mathematically be de- 
scribed as y(t) = ZEis(t - ti), where s(t) is the 
Dirac delta-function and t, the time of occurrence 
of the ith event. 

In the next stage of the model (Fig. 2, lower 
part) spatiotemporal integration was included. The 
convergence of the output of N second order 
DMN neurons, i.e. _vi(t) up to am, to a third 
order TS neuron is modelled as linear summation 
of events, followed by low-pass filtering (Rall, 
1977). The resulting post synaptic potential u(t) is 

expressed by 

r~(t)=Ey_iJ’ &e(s) v,(t-s) 
--m 

where the excitatory post synaptic potential 
can be written as 

e(t) = e, exp[ -t/r,](l- exp[ -t/r,])Q(t) 

(7) 

elf) 

(8) 

In analogy with Eq. 4, ru and TV determine the 
shape of the excitatory post synaptic potential. 
Finally, the TS unit had a generator function 
equal to g(u) = (u + b)Q( u f b). Again, event 
series z(t) were generated according to Eq. 5. 

Results 

Experiments were made throughout the year 
except for the winter season. Single unit activity 
was recorded in 24 grassfrogs, both males and 
females. Depending on the stability of the record- 
ing, stimuli were presented at several sound inten- 
sity levels and carrier frequencies. Spontaneous 
activity, the presence of which was defined as at 
least one discharge per 10 s in absence of an 

external stimulus, was exhibited by 3(, units (25%). 
More than 80% of these units had spontaneous 
firing rates less than 2/s. The majority (81%) of 
TS units responded in a reproducible and sta- 
tionary way, i.e. responses were constant over 
time. 

Sensitivi{y for interaural time difference 

Sensitivity for ITD was investigated with 
equidistant pulse trains presented at both ears 
whereby the interaural time difference was varied. 
Depending on the response properties of a par- 
ticular unit, the most effective paradigm, i.e. CPI 
or IPI, was chosen. The CPI method was applied 
to units which were not responsive to a single 
stimulus pulse, they required temporal integration 
over two or more pulses. The IPI method was 
applied to units which exhibited strong adaptation 
to CPI trains. In 215 stimulus presentations the 
activity of 116 neurons was recorded. Three neu- 
rons were totally inhibited during CPI or IPI 
stimulation and 5 units had responses which were 
not reproducible. These eight units were not con- 
sidered for further analyses. 

Classiji~at~~n of response type 
Neural responses are represented by event dis- 

plays, ITD-rate and ITD-synchronization index 
histograms (Fig. 3). Classification of ITD response 
type was performed on the basis of the shape of 
the rate histogram. Responses of six representative 
TS units are depicted in the first column. Re- 
sponses in the second and third column will be 
discussed later. 

Unit 321-700 (Fig. 3a) responded with one spike 
to each sound pulse, with strong locking to the 
stimulus envelope. This is also evident in the ITD- 
SI histogram (mean SI = 0.98). The mean SI was 
obtained by averaging over all non-zero bins in 
the SI histogram. This short latency unit (LT = 19 
ms) was not selective for ITD, as indicated by the 
flat ITD-rate histogram. For monaural stimuli. 
this unit responded only to contralateral stimulus 
presentations. 

Fig. 3b shows another nonselective unit. which 
responded less vigorously with approximately 2 
spikes only to the whole pulse train. Response 
latency was 60 ms and no locking to the pulses 
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Fig. 3. Responses to ITD stimulation. A unit’s sensitivity for ITD was represented by an event display reordered according to ITT). 

Each dot indicates the occurrence of a neural event. Horizontally. time relative to stimulus onset is denoted, the vertical axis 

represents ITD. At the right side of each event display, the corresponding ITD-rate histogram (RH) and ITD-SI histogram (SI) are 

drawn. In the SI histogram a not significant synchronization index (P > 0.025) is indicated by a less dense grey-shading. Scaling 

numbers, indicated above the rate and SI histogram in the third column (TS model), apply also to rate and SI histograms in the first 

(TS data) and second (DMN model) coIumn. Unit identification, carrier frequency and stimulus paradigm are indicated above the 

event displays in the first column. Stimulus intensity was 90 dB SPL.. except in (d), in which an intensity of 70 dB SPL was applied. 

In case of IPI stimulation, the given intensity applies to the most intense pulse in the train. The first column represents experimental 

TS data, the other two columns represent the output of the DMN and TS model neuron. respectively. 
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was present (mean SI = 0.21). Spontaneous dis- 
charge rate was 0.7/s. Although this unit had a 

flat rate histogram, it clearly received input from 
both ears as will be demonstrated later. 

At negative ITDs, thus with the ipsilateral pulse 
train leading, unit 317-010 (Fig. 3c) responded 

with only a few spikes per presentation. Response 
latency was approximately 90 ms. At more posi- 
tive ITDs the response vanished and spontaneous 

activity (3.3/s) was suppressed. Upon monaural 
stimulation, the ipsilateral ear was excitatory, 
whereas the contralateral ear exerted an inhibitory 

influence. Because of the asymmetrical shape of 
the rate histogram, this response type was termed 

A_ with the ‘_’ indicating that rate was at maxi- 
mum in the negative ITD domain. The ITD re- 

sponse width was 4.8 ms, cut-off ITD -2.5 ms 
and time-locking was not present (SI = 0.2). 

With IPI stimulation, unit 343-200 (Fig. 3d) 

had a strong time-locked response (SI = 0.99) 
starting about 20 ms after stimulus-onset. In the 

rate histogram a narrow trough centered around 
ITD = -2.5 ms is visible. This response be- 
haviour (T-type) was also encountered in the dor- 

sal medullary nucleus (unpublished data). 
Unit 320-050 (Fig. 3e) responded only at ITD 

> 0.9 ms and was therefore of the A+ type. CITD 
was + 2.5 ms. The ipsilateral ear appeared to exert 

an inhibitory influence. The build-up like response 
starts at a latency of 210 ms and responses were 
moderately locked to the pulses (SI = 0.69). 

An example of a unit which received excitatory 
input from both ears is shown in Fig. 3f. This 
spontaneous unit (0.3/s) had a more or less sym- 
metrical (S type) rate histogram. Energy summa- 
tion, i.e. response rate is increased by an increase 
in contra- or ipsilateral intensity (‘OR’-neuron), 
and binaural coincidence detection (‘AND ‘-neu- 
ron) may be involved in this type of response. 

Responses were not locked to the stimulus en- 
velope (SI = 0.3). 

The distribution of the response types is sum- 
marized in Table I. It appeared that most of the 
units (64.5%) had an asymmetrical ITD-rate histo- 
gram (A+, A_ type). Nearly one-tenth of the units 
had a rate histogram with a trough (T type), This 
response type might be resulting from the pres- 

TABLE 1 

DISTRIBUTION OF RESPONSE TYPES 

‘We NS A, A T S Total 
__- 

-- Number 22 62 I 10 7 10x 

Percentage 20 58 6.5 0 6.5 100 

ence of short excitatory and inhibitory PSPs or 
was caused by the periodic&y of the stimulus: an 
ITD of -9 ms is equivalent to an 1TD of + 19 

ms. The aforementioned categories were excited 
by one ear and inhibited by the other ear. A 

minority (6.5%) had a symmetrical rate histogram, 
usually with a peak centered around ITD = 0 ms. 

This category of units was excited by both ears. 
The remaining 20% was not selective for ITD. 
although some of these units clearly received input 
from both ears, as was observed with monaural 
stimulation. 

The relations between response type and, re- 
spectively, best frequency, latency, synchroniza- 
tion index, response width and cut-off interaural 
time difference are depicted in Fig. 4. The re- 

sponse type is indicated in the diagrams by means 
of symbols (scatter diagrams) and grey-coding 

(histograms). 
The upper-left scatter diagram (Fig. 4a) shows 

that no relation was present between best frequen- 
cy and latency. Except for the S-type, all cate- 

gories had BFs which were equally distributed 
over the whole frequency range. All seven S-type 
units had BFs above 0.9 kHz, as shown in the 
cumulative frequency distribution histogram. This 
trend (P < 0.05, x2 = 8.06, df = 3) is in accor- 
dance with the overrepresentation of bilaterally 
excitable units in the high frequency domain (Ep- 
ping and Eggermont, 1985b; Melssen and Epping, 
1990). Similarly, the relation between spectral 

selectivity and selectivity for ITD was examined 
(not shown in figure). Most units (78%) were 
broadly tuned to frequency and had spectral 
bandwidths varying from 2 up to 4.5 octaves. No 
significant relation was observed between band- 
width and ITD response type. For a more elaborate 
study on frequency selectivity and binaural inter- 
action in the TS the reader is referred to Melssen 
and Epping (1990). The nonselective units tend to 
have shorter latencies than units selective for ITD 



(P < 0.01. x’ = 7.0, df = 1). Again, taking into 

account that most of the nonselective units were 
only excitable by one ear, this is in agreement with 
earlier results (Melssen and Epping, 1990). 

The scatter diagram of Fig. 4b demonstrates 

that synchronization index and latency are nega- 
tively correlated. Units with a high SI. thus ex- 
hibiting strong time-locking to the envelope of the 

pulses, had short latencies, whereas units with a 
small SI had longer latencies. Nonselective units 
exhibited a stronger time-locking than units of the 

remaining categories (P < 0.01, x2 = 8.99, df = 1). 
All S-type units had responses which were not 

locked to the stimulus envelope: SI values were 
always less than 0.5. However, no significant rela- 
tion between SI and BF was observed. 

3or- I 
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No relation was found between response type. 
BF and cut-off interaural time difference (Fig. 4~). 
The same holds for the relations between, on the 
one hand, CITD and, on the other hand, respec- 
tively synchronization index and spectral band- 
width (not shown). For each response type. ClTDs 

varied within -4 and +4 ms. More than 70% of 
the CITDs, however. fell within -1 and + 1 ms. 
Nonselective units were not displayed because 

their CITD is not defined. 
The lower-right diagram (Fig. 4d) shows that 

no clear relation was present between response 

type. synchronization index and response width. 
Again. nonselective units were discarded. In the 
low SI region almost the entire range of response 

width values was covered (mean RW 5.3 f 2.2 
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Fig. 4. Diatrihution of best frequency, latency, synchronization index. response width and cut-off interaural time difference. a) Scatter 

diagram of best frequency (BF) versus response latency (LT). Cumulative histograms of the distribution of ITD response type with 

respect to BF (horizontally) and LT (vertically) are represented as well. Binwidths of the histograms were 0.5 octave (BF) and 15 ms 

(LT). respectively. h) Scatter diagram of synchronization index (St, horizontal axis) versus LT (vertical axis). The SI histogram 

(hinwidth 0.1) is depicted at the top. c) Scatter diagram of BF and cut-off interaural time difference (CITD). Distribution of CITD is 

shown to the right. Binwidth of the histogram is 1 ms. d) Scatterdiagram of SI (horizontal) versus ITD response width (RW. vertical). 

Binwidth of the RW histogram is 1 ms. Meaning of symbols and grey-coding is indicated at the right of the diagram in (h). NS 

denotes nonselectivity for ITD, A and S apply to units with an asymmetrical and symmetrical ITD-rate histogram. respectively. For 

T type units a trough in the rate histogram was present. 



ms). It is remarkable that the lowest RW values of Stimulus invariance 

‘1 ms were found for low SI values. For SI > 0.75, In this section the invariance of ITD sensitivity 

TS units had RW values varying within 2-4 ms. to carrier frequency and absolute sound intensity 

AI1 except one of these units possessed asymmetri- level is investigated. In addition, responses ob- 

cal ITD-rate histograms and had response laten- tained with CPI and IPI stimulation are com- 

ties well below 30 ms (Fig. 4b). pared. 

0 time Crl 1 RH SI 0 time Ct1 1 RH SI 0 time Cs3 1 RH SI 

Fig. 5. Influence upon ITD selectivity of (a) carrier frequency, (b, c, d) sound intensity level and (e, f) gross stimulus envelope, i.e. 
CPI or IPI stimulation. Unit identification, carrier frequency and intensity are indicated above each event display. Applied stimulus 

paradigm is written above the event display in the second column. For more details, the reader is referred to the legend of Fig. 3. 
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Influence of carrier frequency 

The upper row in Fig. 5 represents responses of 
unit 335-004 to ITD stimulation (IPI paradigm, 
intensity 90 dB SPL) to three carriers, namely 
0.25, 0.5 and 1.0 kHz. This unit with a BF of 0.5 
kHz responded to the stimulus in a sustained but 

nonsynchronized way (SI < 0.4). Notice the sub- 
stantial latency effect at negative ITDs. Except for 

an overall rate effect, the temporal response pat- 

terns are very similar and ITD-rate histograms are 
of identical shape and differ only by a scaling 

factor. Response widths are 8.0, 7.5 and 6.9 ms, 

respectively. 
In total 30 units were tested with at least two 

different frequencies. In general, carrier frequency 
was varied in steps of 1 octave with respect to BF. 

Twenty-one units had comparable temporal res- 
ponse patterns at different frequencies and rate 

histograms were similar, except for a scaling fac- 
tor. For the remaining 9 units, the temporal re- 
sponse pattern or the shape of the ITD-rate histo- 
gram changed with frequency. 

Influence of sound intensity level 

The ITD selectivity of unit 311-300 (Fig. 5b) 
was influenced by sound intensity. At 90 dB SPL 
the unit fired in a sustained way and the rate 
histogram was sigmoidally shaped. At a 10 dB 

lower level the duration of the response is shor- 
tened and the histogram becomes less peaked. At 

70 dB the unit responded only to the onset of the 

stimulus and it was not sensitive for ITD. 
The ITD selectivity of unit 314-600 (Fig. 5c) 

was intensity invariant. Rate histograms were 

identically shaped and the response width was 2.9 
ms at each intensity. The number of events de- 
creases at lower intensity levels. 

At a 80 dB level (Fig. 5d), a long response 
latency (LT > 400 ms) can be observed for nega- 
tive ITDs. At lower stimulus intensities, the rate 
histogram shifts towards the positive ITD direc- 

tion and becomes more peaked. 
Twenty units were stimulated at two or more 

intensity levels. Of three units (15%) the ITD 
response type changed with intensity. Of the re- 
maining 17 units the response type was invariant. 
Two of these units (10%) however, had a de- 
creased response width at lower sound intensities, 

whereas of 3 units (15%) the response width was 

increased substantially. 

Influence of gross enuelope: CPI i!ersus IPI stimula- 

tion 
Seventeen units were stimulated with both CPI 

and IPI. Temporal response pattern, overall firing 

rate and response latency could vary considerably 
for both stimulus types. For 16 units ITD selectiv- 

ity appeared to be of the same type for CPI and 

IPI. Of these units, 14 had comparable response 
widths and cut-off ITDs, whereas for 2 units sig- 

nificantly different RWs and CITDs were found. 
One unit had an asymmetrical ITD-rate histogram 

upon CPI stimulation and appeared to be non- 

selective upon IPI stimulation. 
Unit 338-001 (Figs. 5e, f) was tested at two 

intensity levels and with two carrier frequencies. 
In all cases. responses were not or just weakly 

locked to the pulse envelope. At BF (0.5 kHz, first 
column), CPI stimulation evoked a sustained re- 
sponse pattern, whereas with IPI stimulation an 
onset response is present in addition. At 70 dB 
(second column) the response to CPI stimulation 
is comparable to the response as found with IPI 
stimulation at 90 dB. The responses at 1.0 kHz 

(third column) resemble closely those observed 
with the BF carrier at the same intensity level. In 

summary. the temporal response patterns for CPI 
and IPI stimulation differed substantially. but rate 

histograms were of similar shape and RWs and 
CITDs were approximately equal. 

Relation between interaural time und intensi!v dif- 

f erence 

Two main ingredients in the present binaural 
model (See Materials and Methods) were the in- 
tensity-rate function and the intensity-latency 
function of NV111 fibres. In this model units will 
have response properties which depend on both 
ITD and IID and hence will exhibit a form of 
time-intensity trading. CPI trains were presented 
at BF for several ITD-IID combinations. In total. 
the activity of 66 neurons was recorded in 69 
stimulus presentations. 

Responses to combined ITD-IID stimulation of 
the six TS units of Fig. 3 are given in Fig. 6. In 
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EXPERIHE~T~L DI?TA 

343-200 600 
g 2 z 
..- 

+5 -5 ITD Esurl +5 

+12t. 
-5 -3 -1 0 ITO Cmsl +5 -5 XT0 Cmsl 

Fig. 6. Responses (experimental data) to combined ITD-IID stimulation. The event displays were reordered aceordmg to ITD 

(horizontal axis) and IID (vertical axis). The time between two tick-marks on the horizontal axis is three seconds. i.e. the on-set 
interval between two ITD-IID pulse trains. The header above each event display indicates unit identification. carrier frequency and 

number of recorded events. Absolute intensity level was 90 dB SPL, except in (d), in which intensity was 70 dB SPL.. For each ITD. 

the average firing rate as function of IID was represented by vertical histograms. The left histogram corresponds IO ITD = - 5 ms, 

the right one to ITD = f5 ms. In each histogram, the vertical axis (IID) is the same as in the event diplay. The scaling number 

provided above the right histogram applies to all histograms. At the most right, the &o-rate contour diagram of the fitted 

two-dimensional rate function f(AZ’, Al) (Eq. 1) is drawn. Each line connects points of equal rate in the ITD-IID plane. Horizontal 

(ITD) and vertical (IID) axes are the same as in the event display. In the grey shaded areas firing rates were greater than 50% of the 

maximum rate. The value of the obtained trading ratio (TR) is written above each iso-rate contour. In caxe of a nonselective 

response (a), the TR was undefined (undef). 



247 

both situations stimuli were presented at the same 
contralateral intensity. 

The response of the monaural unit 321-700 
(Fig. 6a) was not influenced by ITD and IID, 
which could be expected. For such nonselective 
units the TR was undefined. 

The firing rate of unit 315-400 (Fig. 6b) de- 
creased gradually when IID was increased. As 

could be expected from Fig. 3b, the response was 
not influenced by ITD. The trading ratio was 

- 9.31 ms/dB. In the iso-rate plot, the IID sensi- 
tivity is indicated by almost horizontal lines. Note, 

that the TR value is inversely proportional with 
the slope of the lines in the iso-rate diagram. 

A nice example, in which interaural time dif- 

ference was traded by a difference in interaural 
intensity is given in Fig. 6c. Notice the transition 

from total inhibition to excitation in each ITD 

column. The border of the transition shifts to- 
wards positive IIDs when ITD is increased. This 

unit had a trading ratio of 0.38 ms/dB, indicating 
that an increase of 1 dB in IID could be com- 
pensated by an interaural time-shift of +0.38 ms. 

Also unit 343-200 (Fig. 6d) exhibited time-in- 
tensity trading. Here, the transition from excita- 
tion to total suppression is very abrupt: a particu- 

lar combination of ITD and IID is encoded in a 
typical all or none response. Compared with Fig. 
6c. the trading was confined to a smaller ITD 
region (ITD < 0 ms). The lines in the iso-rate 

diagram were oriented more steeply, which also is 
expressed by a smaller trading ratio of 0.23 ms/dB. 

The unit of Fig. 6e responded only for ITD > 1 
ms. At negative ITDs. the excitation, originating 
from the contralateral ear. was overruled by ipsi- 
laterally induced inhibition. Firing rate was not 
influenced by IID, the trading ratio was 0.08 
ms/dB. 

Evidence for the presence of binaural coinci- 
dence detection is provided by unit 344-100 (Fig. 

6f). The timing of the ipsi- and contralateral pulses 
appeared to be crucial for this unit. Given an 

optimum ITD-IID combination, an increase in 
IID, which causes shorter response latencies in the 
ipsilateral NVIII, has to be compensated with a 
delay of the ipsilateral stimulus to re-establish the 
temporal match between ipsilateral and con- 
tralateral pulses. In case of only energy summa- 
tion. the unit would have responded to a wider 

TABLE II 

DISTRIBUTION OF TIME-INTENSITY TRADING TYPES 

TYPO Number B Parameters Binaural type 

NS 3 5 Ul1 EO 

IID 13 19 0,). ‘12. oi EI 

ITD-IID 41 62 (1,). (1,. u1 El (3X). I+. (3) 

ITD 3 5 (I,,, (1,. uj El 

Complex 6 9 NO~‘IZ EI( 5).EE(l) 

Total 66 100 

Units were nonselective (NS). exclusively helective for ITD or 

IID, or exhibited time-intensity trading (ITD-IID). The most 

significant parameters of the rate function j(l\r. AI) are 
listed m the fourth column. The binaural interactjon type -‘as 

derived from the response type (E excitatorv: I Inhibitory: 0 

zero effective) to contra- and ipsilateral stimulation, respcc- 

tivelq. 

range of ITDs in the positive IID plane. The 
trading ratio coefficient (0.21 ms/dB) is compara- 
ble to the TR values of the units depicted in Figs. 
6c.d. 

Results are summarized in Table II. Responses 
were divided into 4 categories: nonselective. IID 
selective, combined ITD-IID selective and ITD 

selective. A unit was considered purely IID selec- 
tive in case its trading ratio was at least 3.0 

ms/dB. whereas pure ITD selectivity corre- 
sponded to a trading ration less than 0.1 ms/dB. 
For about one-tenth of the units the rate-fit and 
corresponding TR value were unreliable, as was 

indicated by a large mean square error. These 
units fell in the additional ‘complex’ category. The 

most significant parameters of f( AT, AI ) (Eq. 1) 
are listed in the fourth column of Table II. The 
type of binaural interaction is indicated in the last 
column. 

For 62%’ of the TS units. time could be traded 
by intensity: mean TR was 0.46 i 0.2 ms/dB. 
Most of these units were excited by one ear and 
inhibited by the other (EI). the remaining units 
could be excited by each ear (EE). For nearly all 
EI units, f( AT, AI ) was approximately a linear 

function of AT and AZ. Apart from the parameter 
ug, which is equal to the average firing rate at the 
combination AT = 0 and A I = 0. the parameters 
a, and u2 were lo-100 times as large as LI_~-u~. 
For most EE units, u7 up to us could not he 
neglected. About 207’ of the units was only sensi- 
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TABLE III 

MODEL PARAMETERS FOR AUDITORY NERVE (NVIII) 
AND TORUS SEMICIRCULARIS (TS) 

Parameters Value Equation Related to 

60 dB 2. 3, 4 stimulus 
20/s, 0.15,10 dB 2 NV111 rate 
1.5 ms, 60 ms.dB 3 NV111 latency 
530 ms, 5 ms 7, 8 input to TS 

For explanation of the parameters the reader is referred to the 
text. 

tive for IID. All of these were of the ELtype and 
significant parameters were a,, a2 and a5. A few 
units appeared to be selective for ITD only (a,, 
CI~ and a,), whereas the remainder was nonselec- 
tive or complex. All nonselective units were mon- 
aural (EO). 

The binaural modeI 

The response of the binaural model (Fig. 2) to 
ITD and ITD-IID stimulation was evaluated. Our 
first goal was to reproduce the six neural re- 
sponses depicted in the left column of Fig, 3. Most 
of the niodel parameters were held constant, un- 
less stated otherwise. Parameters for NVIII and 
TS units are listed in Table III, DMN parameters 
are provided in Table IV. Thresholds of ipsi- and 
contralateral NVIII fibres were 40 dB. Both DMN 
and TS neurons had an absolute refractory period 
7 ahs of 4 ms. In all simulations, the threshold b of 
TS pulse generation was set to zero. 

TABLE IV 

MODEL PARAMETERS FOR DORSAL MEDULLARY 
NUCLEUS (DMN) IN FIG. 3 AND FIG. 7 

Figures CL input IL input 

WC rcl? ?u w, ?d 7;u 
(ms) (ms) (ms) (ms) 

K 50 10 20 2 20 0 -7 0 20 0 20 0 

2 ‘-- 20 10 15 2 6 1 -20 10 5 4 2 2 
10 5 2 -20 10 5 
10 2 1 10 2 1 

For explanation of the parameters the reader is referred to the 
text. 

In order to reproduce the shape of the actual 
ITD-rate histogram, time constants and strengths 
of the NVIII-DMN connectivities were adjusted 
in the model. Four identical DMN units, with 
different outputs due to stochastic event genera- 
tion, projected onto one TS unit. The time con- 
stants of the low-pass filter e(t) (Ey. 8) were 
adjusted to improve the resemblance of some of 
the SI histograms. The output J.J(?) of one DMN 
unit and the output z(t) of the TS unit are repre- 
sented in the second and third column of Fig. 3, 
respectively. The same parameter set was used for 
the combined ITD-IID stimulus. The response 
z(t) of the third order TS unit to the latter stimu- 
lus is given in Fig. 7. 

For the monaural model unit (Figs. 3a, 7a), 
each contralateral pulse caused a strong but brief 
change in post synaptic potential of each DMN 
unit. The ipsilateral ear was disconnected. Because 
of the absolute refractory period combined with 
the brief rise-time, a DMN unit responded once to 
each pulse in a highly synchronized way. Of course, 
the response is neither influenced by ITD nor by 
IID. 

Nonselectivity for ITD may also be the result 
of nonsyn~~onized responses in ipsi- and con- 
tralateral NV111 fibres. Nonsynchronized re- 
sponses were obtained by using long time con- 
stants (Fig. 3b). Connectivities had opposite signs 
and spontaneous activity was incorporated as well 
(u = 0.7, Eq. 6). However, IIDs were still signalled 
by this unit (Fig. 7b), because the ~ompo~d PSI’ 
and hence the firing probability decreased gradu- 
ally with increasing ipsilateral intensity. 

The A _ response type (Fig. 3c) was modelled 
with rather long contralateral time constants of 
the connectivity between NVIII and DMN, the 
ipsilateral time constants were three times as short. 
The connectivity between the contralateral NV111 
and the DMN was inhibitory. In contrast to the 
real data (first column), strong time-locking is 
present in the DMN unit at negative ITDs. After 
spatiotemporal integration by the TS unit the 
selectivity for ITD was preserved but time-locking 
vanished. The output of the artificial TS unit up 
on ITD-IID stimulation, closely resembles the real 
response (Figs. 6c, 7~). Notice, that the sponta- 
neous activity, which is caused by spontaneous 
discharges of afferent DMN units, is suppressed 
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at negative IT&. This phenomenon was also ob- trough in the rate histogram was reproduced well. 

served for the real neuron. To preserve time-locking at the TS level, the time 

The presence of a trough in the rate histogram constants rU and T, of the low-pass filter were 

in Fig. 3d and a high synchronization index, are adjusted to 0 and 15 ms, respectively. The typical 

indicative for short time constants. Indeed, the all or none response behaviour (Fig. 6d) was, to 

MODEL SIMULATIONS 

-5 -3 -1 D IT0 Cmsl +5 -5 IT0 Cnsl +5 -5 IT0 Ems1 +5 

Fig. 7. Responses (simulation) to combined ITD-IID stimulation. The reader is referred to the legend of figure 6 for 
model parameters see text and Tables III and IV. 

details. For 
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some extent, exhibited by the model neuron (Fig. 
7d) as well. 

Up to here, the absolute intensity I was held at 

20 dB above the threshold of both NVIIls. In the 

simulation of Figs. 3e, 7e an intensity of 40 dB 
above threshold was applied. At this intensity, the 

NV111 rate and latency functions were saturated 
and hence, differences due to IID in ipsilateral 
and contralateral firing rate and latency were 

negligible. However, the timing of the excitatory 
and inhibitory patterns is still influenced by the 
externally imposed ITD. This accounts for the 
pure ITD sensitivity of the artificial TS unit. 

We modelled the unit of Figs. 3f, 6f as a 

binaural coincidence detector which received exci- 

tatory input from both NVIIIs (cf. Kuwada and 
Yin, 1987). Very short time constants were applied 
and connectivities were excitatory. We now had to 
incorporate a threshold mechanism, a nonlinear- 
ity, in the pulse generation at the level of the 
DMN. For this purpose, the generator function 
g( u) was given a negative bias (u = - 15). By this 
mechanism, only binaural pulse-pairs with a suffi- 
cient temporal overlap will elicit time-locked DMN 

output. Again, spatiotemporal integration im- 
proved the form of the response pattern and the 
shape of the SI-histogram. The demonstrated 
time-intensity trading (Fig. 6f) was reproduced 
well by the model neuron (Fig. 7f). 

In summary, by variation of time constants and 
strengths of the connectivities between NV111 

fibres and DMN neurons the experimentally ob- 
served kinds of ITD and IID selectivity could be 
reproduced. Rate histograms, obtained from DMN 
responses, resembled closely those observed for 
real TS neurons. Except for the simulation of Fig. 
3b, all DMN units exhibited time-locking to the 
stimulus pulses. The resemblance between the SI 
histograms, obtained by experiment and simula- 
tion, respectively, was improved (Figs. 3c, e, f) or 
deteriorated (Fig. 3d), due to spatial summation 
and temporal integration, at the level of third 
order TS units. However, the selectivity for ITD 
and IID was preserved. 

Discussion 

The aim of the present study was to determine 
the selectivity for interaural time and intensity 

difference in auditory midbrain units of the grass- 
frog. The proposed binaural model reproduced the 
observed responses upon ITD and IID stimulation 

successfully. In the next sections some implica- 
tions on the outcome of experiments and simula- 

tions will be discussed. 

Distribution of response types 

A large number (80%) of units in the auditory 
midbrain of the grassfrog appeared to be sensitive 
for interaural time difference. This is in accor- 

dance with the number of directional sensitive 
units observed with free field stimulation (Feng. 

1981). Most of the binaural units had asymmetri- 
cal rate histograms (A+, A . . T). For these cate- 

gories a clear relation was not present between 
best frequency and latency (Fig. 4a), this opposed 
to the reciprocal BF-LT relation observed for 
NV111 fibres (Hillery and Narins, 1987). Presuma- 
bly, spectral convergence at the level of the TS 
accounts for this observation. BFs varied from 0.1 
up to 2.5 kHz and about 50% of the units had a 

BF greater than 0.8 kHz. A considerable number 
of units had rather long latencies (LT > 200 ms), 
especially in the range of nonpreferred ITDs. Such 
long latencies might be ascribed to a near- 
threshold state of the neuron or disinhibition. A 
small number of units had a symmetrical rate 
histogram (S type) and could be excited by both 
ears. These units had BFs restricted to the high 
frequency range (BF > 0.9 kHz), which is in accor- 
dance with earlier studies (Epping and Eggermont. 
1985b; Melssen and Epping, 1990). 

Using free sound field stimulation, Feng (1981) 
observed two different types of directional re- 
sponses in the TS. Type I units, which exhibited 
V-shaped or inverted V-shaped directional char- 
acteristics and type II units, which possessed 

sigmoidally shaped directional curves. Presuma- 
bly, responses of type II correspond to the A+ 
and A_ ITD response types, as found with di- 
chotic stimulation, whereas the V-shaped and in- 
verted V-shaped type I responses intuitively corre- 
spond to the T and S categories, respectively. Feng 
(1981) reported that no relation was present be- 
tween directional response type and best 
frequency. Except for the high BF units with 
symmetrical ITD-rate histograms, present results 
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are in agreement with this observation. However, 
at least one of the two units which exhibited 
inverted V-shaped directional responses upon free 
field stimulation, also had a high BF of 1.73 kHz 

( Feng, 1981). 

Time-locking und sefectiuity for interauruf rime dij- 

ference 

Mechanisms responsible for ITD sensitivity can 
be phase-locking to the sound carrier (Kuwada 
and Yin, 1987) and time-locking to the envelope 

in NV111 fibres and DMN neurons. Anuran audi- 

tory nerve fibres exhibit phase-locking up to 0.9 
kHz (Hillery and Narins, 1987). The phase-loc~ng 

ability of DMN neurons deteriorates rapidly above 
about 0.3 kHz (Van Stokkum, 1987). However, 
many TS neurons with BF > 0.3 kHz appear to be 
selective for ITD. Bibikov (1977) reported consid- 
erable changes in response properties of auditory 
midbrain units upon variations in interaural phase 

difference. So, there is an apparent discrepancy 
between the lack of phase-locking for mid and 

high frequencies in DMN neurons and the phase 
sensitivity in the TS reported by Bibikov (1977). 
However, the frog’s mouth was kept closed in his 
experiments and hence. sound could interfere in 

the frog’s acoustic periphery. To elucidate this 
discrepancy, the sensitivity for interaural phase 

differences of some low frequency (BF < 0.5 kHz) 
ITD-sensitive neurons was determined. For this 
purpose, unmodulated tonepips of 200 ms (rise- 
and fall-time 25 ms) were binaurally presented at 
BE, whereby the phase of the ipsilateral tonepip 
was varied between 0 o and 360 ‘. The frog’s mouth 
was kept open. It appeared that none of the 17 
units was sensitive for interaural phase dif- 
ferences. Hence, Bibikov’s results presumably have 
to be ascribed to interference of soundwaves in 

the frog’s acoustic receiver. Combining this ob- 
servation with the aforementioned NV111 and 
DMN results, one may conclude that the role of 
phase-locking to the carrier in sound localization 

is of minor importance. Therefore, temporal lock- 
ing to the sound envelope (e.g. the rise of a pulse) 
is the only mechanism left. This finding may have 
implications for binaural studies in higher 
vertebrates too. The use of temporally structured 
stimuli may elucidate ITD selectivity in high 

frequency units, which often are thought to be 
selective for IID only. 

The observed negative correlation between syn- 
chronization to the envelope and LT is very simi- 
lar to the relation between phase-locking to the 

carrier and latency (Ribaupierre et al.1980). In 

central regions of the nervous system, the degree 
of phase- and time-locking decreases due to an 

increased number of synapses in the pathway be- 
tween stimulus and recorded neuron. The presence 

of temporal integration also may account for the 
loss of time-locking in the nervous system (Van 

Stokkum, 1990). The ITD response width of a 

small number of short latency TS units (LT < 30 
ms) with high sync~onization (SI > 0.75) was 

confined to the 2-4 ms range. These units had 
short integration times and exhibited response 
properties which are DMN-like. The wide range of 

response widths covered by long latency neurons 
is probably the result of spatiotemporal integra- 
tion and the stochastics of event generation. 

In the dorsal medullary nucleus strong time- 
locking to mating call pulses is observed, In the 
torus semicircularis only a minority of units ex- 

hibits time-locking (Eggermont and Epping, 1986; 
Van Stokkum, 1987). Considering that time-lock- 
ing is a prerequisite for the detection of ITDs, it is 

advantageous to process information about binau- 
ral time and intensity disparities already in nuclei 

where a high degree of time-locking is still present. 
Indeed, in anurans the first binaural interaction 

takes place at the level of the DMN. About half of 
the units in DMN and SON receive binaural input 
(Feng and Capranica, 1976. 1978). Therefore, we 
incorporated binaural interaction already at the 
level of the second order units in our model. 

The relation between ~nterauraI time and ~~ten.~it~ 
difference 

The appearance of a small group of neurons 
(5%) which were exclusively sensitive for ITD and 

not for IID might seem quite remarkable. In the 
DMN and SON, this kind of selectivity was not 
observed (Feng and Capranica, 1976, 1978). The 
latter results, however, were derived with stimula- 
tion at near-threshold intensities. In the present 
paper, applied intensities were about 20-30 dB 



above threshold of the TS units. Afferent neurons 
in the DMN and SON, however, could have 
thresholds which were considerably lower and, 
moreover, might have received input from 
saturated NVIII fibres. In that case, the model 
predicts that DMN units are sensitive for ITD 
only (Fig. 7e). 

One-fifth of the TS units are exclusively sensi- 
tive for IID. On the one hand, this might indicate 
that auditory midbrain units receive excitatory 
and inhibitory inputs. In that case, pure IID sensi- 
tivity is resulting from spatial integration and syn- 
aptic low-pass filtering (temporal integration). 
However, Feng and Capranica (1976, 1978) re- 
ported that a number of EI-type neurons in the 
DMN and SON has the same kind of sensitivity. 
Their observations justify the binaural interaction 
in the DMN in our model. Rather long time 
constants (Fig. 7b) were applied in the model to 
simulate the effect of low synchronization in the 
anuran auditory system, 

For most auditory midbrain units (62%) ITD 
was traded by IED. Our data suggest that ITD and 
IID are not processed in separate auditory path- 
ways, as is the case in higher vertebrates (e.g. 
Moiseff and Konishi, 1983). The owl, for instance, 
uses parallel ITD and IID pathways to localize 
sound in azimuth and elevation, respectively 
(Moiseff, 1988). In the grassfrog, ITD and IID are 
intricately coupled because the underlying mecha- 
nism for sound localization is to a large extent 
based on the comparison of differences in rate and 
latency between ipsilateral and contralateral NV111 
fibres. Obviously, the degree of time-intensity 
trading is determined by the steepness of NVIII 
rate and latency functions (Eqs. 2, 3). Simulations 
showed that selectivity for ITD and IID is also 
highly influenced by the strength and time con- 
stants of the ipsi- and contralateral connectivities 
between NV111 fibres and DMN neurons (Figs. 
7b-e). 

The role of the TS in sound localization 

At first sight one might conclude that, binaural 
cues are processed mainly by neurons located in 
peripheral nuclei such as the DMN. This suggests 
that the role of the TS in the localization of sound 
is of minor importance. However, in regard to the 

frequency dependent directionality of the anuran 
acoustic periphery (Palmer and Pinder, 1984) 
combined with the sharp frequency tuning of 
DMN and SON neurons (Feng and Capranica. 
1976,1978; Fuzessery and Feng. 1983). it is un- 
likely that such neurons are able to encode ITD 
and IID in a frequency independent way. Many 
neurons in the TS, on the contrary, are broadly 
tuned to frequency (Walkowiak, 1980; Fuzessery, 
1982, 1988) and receive information about ITD 
and IID by means of afferent projections ascend- 
ing from both ipsilateral and contralateral DMN 
and SON (Feng, 1986a. 1986b; Wilczynski, 1988). 
Moreover, units in the auditory ~dbr~n of the 
grassfrog exhibit a combined sensitivity for 
frequency and IID, which presumably deals with 
the frequency dependent directionality of the 
acoustic periphery (Melssen and Epping, 1990). A 
consistent determination of sound source laterality 
can only be achieved by comparing interaural 
disparities in several frequency bands simulta- 
neously. In view of the present data it is evident 
that many TS neurons possess such a property: at 
least 60% exhibits a selectivity for ITD which is 
not influenced by frequency. About the same 
number of units exhibited a selectivity for ITD 
which was invariant with respect to absolute in- 
tensity level too. Other studies reported also an 
abundance of units in the TS which were selective 
for IID in an intensity invariant way (Feng and 
Capranica, 1978; Mebsen and Epping, 1990). 

The observed intensity invariance suggests that 
TS units are innervated by an ensemble of DMN 
and SON neurons among which neural thresholds 
vary substantially. To illustrate this, a simulation 
was performed in which a TS neuron received 
input from eight second order units. In previous 
simulations, each DMN unit was innervated by 
ipsilateral and contralateral NV111 fibres with 
equal thresholds. In the present simulation a single 
DMN unit was innervated by NV111 fibres with 
the same threshold. Across DMN units, however, 
thresholds of incoming NV111 fibres were varied 
between 20 and 60 dB. Consequently, DMN 
thresholds will vary too and hence, an increasing 
number of DMN units will be recruited at higher 
intensity levels. As could be expected from the 
NV111 rate and latency functions, the degree of 
ITD and IID selectivity of a particular DMN unit 
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Fig. 8. Effects of overall intensity variation and spatial integration. Simulated responses of a DMN unit (a, b) and a TS unit (c. d) to 

ITD-IID stimulation at two intensity levels: 55 dB in (a, c) and 75 dB in (b, d). The DMN time constants were red = 5. T,.= = 2.5. 

r,d =15, r,u = 7.5 ms. Coupling strengths were wc =lO and w,. = -.lO. Each DMN unit was innervated by a group of NV111 fibres. 

Thresholds were identical within a group of NV111 fibres, but varied among groups: 20-60 dB. The DMN unit shown. received 

input from NVIII fibres each of which had a threshold of 40 dB. The TS unit received input from eight DMN neurons with different 

thresholds. For more details see text and legend of Fig. 6. 

(NV111 thresholds 40 dB) depends strongly on the 
absolute intensity level (Figs. 8a, b). Except for an 
overall rate effect, the ITD-IID selectivity of the 

TS unit is hardly influenced by intensity (Figs. 8c, 
d). This intensity invariance results from spatio- 
temporal inte~ation of activity of DMN units, 
which receive input from NV111 fibres with differ- 

ent thresholds. 
With ITD-IID stimulation a mean trading ratio 

of +0.46 ms/dB was found, which indicates that 
relatively small IIDs can be resolved by TS units. 
This, because IID has been transformed into ITD 
by NV111 fibres. Moreover, the distribution of 
cut-off ITDs (Fig. 4c) indicates that most units are 

concerned with the processing of ITDs between 
- 3 and + 3 ms. Considering the range of IIDs 

generated by the acoustic periphery, the CITDs 
are in the physiological range of the grassfrog 

(Aertsen et al, 1986). It is hypothesized that IID, 
and thus ITD, correspond to sound source lateral- 
ity. Then, laterality of sound is encoded by an 
ensemble of A+ units in the TS. At negative ITDs 
the response of nearly all A+ units will be sup- 
pressed in the contralateral TS. Whereas at pro- 
gressively larger ITDs there would he a progres- 
sive recruitment of these neurons. In such a bal- 
ance model (Fay and Feng, 1987; Melssen and 
Epping, 1990) ITD and IID are encoded by the 



relative number of recruited neurons in each torus. 

In higher vertebrates, because of the topographic 
mapping of interaural sensitivities on the neural 

substrate, a more elaborate place model has been 

proposed (Irvine, 1986). The CITD distribution 
indicates that small ITDs are represented better 
than large ITDs. The accuracy of sound localiza- 
tion may be enhanced by ensemble coding (Ep- 

ping and Eggermont, 1987). 

Localization and identification of sound 

For a number of units, the influence of ITD 
was more pronounced in the later response phases 

(cf. Figs. 5e, f). First of all, this suggests that 
latencies and time constants of excitatory processes 
on the one hand and inhibitory processes on the 
other hand may differ substantially. Using mon- 
aural stimulation with random acoustic clicks, Ep- 

ping and Eggermont (1986) reported that a con- 
siderable number of TS units had response pat- 

terns which were a combination of excitatory and 
inhibitory processes. In dichotic studies, similar 
excitatory and inhibitory influences, originating 
from the ipsi- and contralateral ear, upon the 

neural response pattern have been observed (Car- 
ney and Yin, 1989; Goldberg and Brown, 1969; 
Melssen and Epping, 1990) Secondly, the repe- 
tition of the pulses might facilitate the selectivity 
for ITD and IID. With monaural stimulation it 
was shown that units in the TS have a selectivity 
for pulse duration and pulse repetition rate (Van 
Stokkum, 1990). With binaurally presented ampli- 
tude modulated soundbursts it appeared that TS 
units were most selective for ITD in case ampli- 

tude modulation frequency was about 36 Hz, 
whereas units seldomly exhibited ITD selectivity 
in presence of unmodulated tones (Melssen and 
Van Stokkum, 1988). In the latter study it was 
suggested that identification and localization of 
sound are intricately coupled processes which 
make use of the same underlying neural mecha- 
nism. The present data indicate that the primary 
processing of binaural information has to be per- 
formed in the DMN and SON. A large number of 
DMN units, however, is also selective for fast 
intensity changes, like the onsets of the pulses in 
the mating call (Hall and Feng, 1988; Van Stok- 
kum, 1987). In the TS, a more robust frequency 

and intensity invariant selectivity for ITD and IID 
is established by spectral convergence and spatio- 
temporal integration. Temporal integration also 

enhances selectivity for pulse repetition rate (Van 
Stokkum, 1990). These observations indicate that, 

indeed, aspects of sound location and sound iden- 
tity are processed simultaneously in both periph- 

eral (DMN, SON) and central (TS) stages of the 
anuran auditory pathway. Therefore. it would be 
worthwhile to extend the present binaural model 

to a more complete one in which properties of the 

anuran auditory periphery are included. Such an 
extended model has to cope with a larger variety 

of stimulus ensembles than employed in the pre- 
sent study. The monaural model of Van Stokkum 
(1988, 1990) which deals with peripheral neural 
properties, together with the model of the anuran 

acoustic periphery (Aertsen et al., 1986) are good 
candidates for the extension of our binaural model. 

General Conclusions 

A large number of single units in the torus 
semicircularis exhibit a selectivity for interaural 
time difference which is invariant with respect to 
carrier frequency and sound intensity. Intensity 

invariant selectivity for interaural time difference 
can be achieved by the mechanism of spatiotem- 
poral integration. 

Most units had intricately coupled sensitivities 
for interaural time and intensity difference. The 
observed time-intensity trading patterns are mainly 
resulting from the intensity-rate and intensity- 

latency characteristics of auditory nerve fibres. 
The present model, in which binaural neural 

interaction at the level of second order neurons 
was followed by spatiotemporal integration, suc- 
cessfully reproduced the variety of experimentally 
observed response patterns in the auditory mid- 
brain of the grassfrog. 
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