Exciton–Vibrational Relaxation and Transient Absorption Dynamics in LH1 of Rhodopseudomonas viridis: A Redfield Theory Approach
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We explain the ultrafast transient absorption (TA) dynamics in the core LH1 antenna of Rhodopseudomonas viridis at 77 K (Monshouwer, R.; Baltuška, A.; van Mourik, F.; van Grondelle, R. J. Phys. Chem. A 1998, 102, 4360) using a disordered exciton model with strong coupling to two vibrational modes and weak coupling of vibrational and electronic coordinates to the thermal bath. A quantitative fit of the excitation wavelength-dependent TA dynamics was obtained using the density matrix equation with the Redfield relaxation operator. The sequential and coherent contributions to the TA dynamics were analyzed separately. The time-dependent red shift of TA was explained in terms of exciton relaxation. The lifetimes of higher exciton states of 12–75 fs (depending on the state) were determined from the fit.

Introduction

Excitation energy transfer via molecular excitons is the basic mechanism of photosynthetic light-harvesting, which allows for ultrafast cascading from higher- to lower-energy states together with an effective energy migration in antenna and energy delivery to the reaction center.1,2 The discovery of the high-resolution structure of two bacterial antennae3,4 has resulted in major advances in our understanding of the nature of the electronic excited states and their role in the energy-transfer dynamics.5 Direct observation of the dynamics (including initial relaxation of delocalized exciton states and migration of the quasi-steady-state exciton wave packet) of this process is possible from transient absorption (TA) studies via a picosecond/femtosecond pump–probe technique. Such measurements have revealed initial ultrafast (sub-100 fs) equilibration in the ring-like aggregates of LH1/LH2 antenna followed by slower dynamics.6–18 Understanding the physical origins of this initial fast dynamics process together with a quantitative explanation of the experimental data is a challenging problem that has not yet been solved.

It is now well established that excitonic interactions together with energetic disorder in antenna complexes of purple bacteria result in a nonhomogeneous electronic structure of the absorption band, as was manifested for the first time by the change of fluorescence polarization upon tuning a narrow-band excitation source over the major Qy band.19–21 Fast relaxation/migration in such a system gives rise to specific TA dynamics that is typical for aggregated antenna pigments but is absent in isolated dimeric subunits and monomers. This behavior was demonstrated for the first time by Visser et al.,7 who compared the isotropic TA dynamics for LH1 of Rhodobacter sphaeroides with those of both the dimeric B820 subunit of the LH1 antenna and the bacteriochlorophyll (BChl) monomers. In LH1, they found pronounced TA dynamics (12-nm red shift of the isosbestic point and 8-nm red shift of the bleaching peak) reflecting a fast exciton equilibration, whereas no red-shift dynamics was found in either the lowest-state absorption band of the dimeric subunit or for monomeric BChl. These results were explained in terms of ultrafast hopping of localized excitations. A similar dynamic red shift of about 20 nm (explained in terms of exciton relaxation) was observed in LH1 of Rhodobacter capsulatus.9 However, the time resolution in both these experiments (200–400 fs) was not high enough to allow for a precise estimation of the relaxation (or hopping) time constant.

A 35-fs pump–probe study of LH2 of Rhodobacter sphaeroides showed relaxation components in the 10–100-fs range.9 A 40–50-fs one-color study of LH1 and LH2 antenna of Rb. sphaeroides gave a 50–60-fs isotropic component, whereas tuning the wavelength to the blue resulted in the appearance of short-lived (<20-fs) components.14 It is difficult, however, to draw any conclusions about the nature of these components because the excitation and probing carried out with such short pulses has no spectral selectivity. To obtain TA dynamics that would directly reflect the exciton equilibration under selective excitation and probing, two-color experiments with longer pulses are needed.

Two-color experiments were performed for LH2 of Rb. sphaeroides with 70-fs pulses at low temperature16 and with 65-fs pulses at room temperature.10 In both cases, excitation either on the blue or red side of the B850 band was applied. Upon blue excitation, the TA spectrum showed a dynamic red shift of 3–5 nm with a time constant of 80–110 fs at room temperature10 and a dynamic red shift of 4 nm with a time constant of 100 fs at low temperature.16 In both cases, the shift was almost absent upon red excitation. The authors explained
that this phenomenon was caused by relaxation from higher exciton states that were initially excited by the short-wavelength pump.

A similar two-color experiment was carried out with 100-fs pulses for LH1 of *Rhodopseudomonas viridis*. Upon blue-side excitation, a dynamic red shift was observed with a time constant of 130–150 fs. The amplitude of this shift (15–20 nm) is several times larger than that of LH2 and is similar to that obtained for other LH1 antennae in earlier experiments. Upon tuning the excitation wavelength to the middle of the band, the dynamic red shift becomes less pronounced.

Besides this ultrafast red shift, more long-lived oscillatory features were observed for LH1 of *Rps. viridis* because of coupling of electronic excitations to two vibrational modes with frequencies (depending on temperature) of 48–65 and 103–108 cm\(^{-1}\). In a preceding paper, we have explained these oscillatory features within the limits of the disordered exciton model for LH1 antenna. We have obtained a quantitative fit of the TA dynamics using the doorway picture in the vibrational eigenstate basis. To model long-lived vibrational coherence in the 200 fs to 2 ps range, we neglected the exciton relaxation dynamics by assuming that exciton equilibration is complete at 200–300 fs. Here we generalize this model by taking into account the coupled exciton–vibrational dynamics at short delays using Redfield relaxation theory. At these delays (i.e., <200 fs), the TA dynamics is determined mostly by a large dynamic red shift due to fast exciton relaxation superimposed upon relatively weak oscillatory features, which are due to vibrational coherences. Here our goal is to explain the nonoscillatory part of the experimental TA dynamics that occur on a femtosecond time scale to gain insight into the exciton relaxation phenomena in photosynthetic antenna systems.

### Theoretical Model

The system Hamiltonian in the eigenstate basis is

\[
H = \sum_a \omega_a^s |g, a\rangle \langle g, a| + \sum_{k,b} \omega_{k,b}^b |k,b\rangle \langle k,b| + \sum_{q,f} \omega_{q,f}^q |q,f\rangle \langle q,f| + \text{h.c.}
\]

where \(\omega_a^s\), \(\omega_{k,b}^b\), and \(\omega_{q,f}^q\) are the energies of the states \((g, a), (k, b)\), and \((q, f)\). The indexes \(g, k, b\), and \(q, f\) denote the ground-, one-, and two-exciton eigenstates; \(a, b, f\) stand for vibronic sublevels of these states. The interaction with the laser field is described by

\[
H_E = -E(t) \sum_{k,a} d_{k,a}^a |k,b\rangle \langle g, a| + \sum_{k,a,b} d_{k,b}^{ab} |q,f\rangle \langle k,b| + \text{h.c.}
\]

where \(d_{k,a}^a\) and \(d_{k,b}^{ab}\) are the dipole moments for the \((g, a) \rightarrow (k, b)\) and \((k, b) \rightarrow (q, f)\) transitions. The external field is represented by the pump and probe optical pulses with frequencies of \(\omega_1\) and \(\omega_2\), wavevectors \(k_1\) and \(k_2\), polarization vectors \(e_1(t)\) and \(e_2(t)\), and envelops \(E_1(t)\) and \(E_2(t)\), respectively. \(e_1(t)\) and \(e_2(t)\) can be complex in the case of frequency modulated pulses. The delay between pump and probe pulses is \(\tau\).

The pump–probe signal is given by

\[
\Delta A(\omega_1, \omega_2, \tau) = 2 \omega_2 \int_{-\infty}^{\infty} dt \text{Im}\{E_2^2(\omega_2, \tau, t) P^3(\omega_1, \omega_2, \tau, t)\}
\]

where \(P^3(\omega_1, \omega_2, \tau, t) = e^{-i\omega_2(t+\tau) + i\omega_2 r} \sum_{k,a,b} d_{k,b}^{ab} \rho_{k,b}^{ba}(\omega_2) + \sum_{k,a,b,f} \Delta_{k,b}^{ab} \rho_{k,b}^{ba}(\omega_2)\}

and \(P^3\) denotes the nonlinear (third-order) polarization that is determined by the reduced density matrix \(\rho^3(\omega_1, \omega_2, \tau, t)\) in third order with respect to the external field. The polarization should oscillate at frequency \(\omega_2\) to contribute to the pump–probe signal. Correspondingly, only the \(\rho^3(\omega_1, \omega_2, \tau, t)\) elements oscillating at frequency \(\omega_2\) have to be taken into account. The slowly varying amplitudes of these elements are denoted as \(\rho_{k,b}^{ba}(\omega_2)\) and \(\rho_{k,b}^{ba}(\omega_2)\).

These amplitudes, which are dependent on \(\omega_1, \omega_2, \tau, \epsilon_1, \epsilon_2, \tau\), and \(\tau\), can be obtained from the Liouville equation for the reduced density matrix \(\rho\)

\[
\frac{d\rho}{dt} = -i[H + H_E, \rho] - R\rho
\]

where \(R\) is the Redfield superoperator describing the relaxation in the limit of weak coupling of the electronic and vibrational coordinates with the thermal bath. The system–bath interaction in the site representation is taken to be

\[
V = \sum_j \hat{f}_j \hat{Q}_j |g\rangle \langle g| + \sum_{j,n} \left(F_n + \hat{f}_j(Q - \Delta_n)\right) |n\rangle \langle n|
\]

where \(|n\rangle\) is the wave function corresponding to excitation of the n-th mode in the aggregate; \(\hat{f}_j\), \(\hat{f}_f\), and \(F_n\) are bath-induced fluctuations responsible for vibrational relaxation of the j-th mode in the ground and excited state and for electronic relaxation, respectively. The coupling is linear in the vibrational coordinate \(Q\) measured from the minimum of the ground-state surface. Displacement of the excited-state surface of the n-th site (in the \(Q\) direction) is \(\Delta_n\). We suppose that

\[
\langle \hat{f}_j^* \hat{f}_f^* \rangle = \delta_{j,f} \Delta_n \alpha \quad \langle \hat{f}_j^* \hat{f}_j \rangle = \delta_j \alpha \quad \langle \hat{f}_j \hat{f}_f \rangle = 0 = \langle \hat{f}_f \hat{f}_j \rangle
\]

\[
\langle F_n \hat{f}_j \rangle = \delta_{j,n} \beta \quad \langle \hat{f}_j \hat{f}_j \rangle = 0 = \langle \hat{f}_j \hat{f}_f \rangle
\]

The first equality in eq 6a indicates that fluctuations that induce vibrational relaxation for different sites or for different vibrational modes are uncorrelated. The fluctuations acting on different vibrational modes of the ground state and on vibrations within the ground- and excited-state manifolds are uncorrelated as well (second and third equalities in eq 6a, respectively). There is no correlation between fluctuations that induce electronic and vibrational relaxation (last two equalities in eq 6b) or between fluctuations acting on different electronic excited sites (so that the electronic relaxation is described by the model of uncorrelated diagonal dynamic disorder (see first equality in eq 6b). The light-harvesting antenna consists of many \((N = 32)\) pigment–protein subunits, each containing a huge number (several thousands) of atoms. It is reasonable to suppose that individual pigments have their own thermal bath represented by many degrees of freedom, thus giving rise to uncorrelated fluctuations acting on the electronic and nuclear coordinates of different sites. Electronic and nuclear coordinates of the same site also interact with different uncorrelated degrees of freedom. This assumption is corroborated by the fact that electronic and nuclear relaxation dynamics have different (by 1–2 orders) time scales and by the fact that electronic relaxation does not destroy...
the vibrational coherence.\textsuperscript{22} A possible correlation between the bath coupled to the same nuclear mode in the ground and excited states of the same site would not influence the ground- and excited-state dynamics but can influence the ground- to excited-state coherences (and, therefore, the spectral width of the exciton–vibrational lines). In our model, however, these coherences (and the corresponding line widths) are determined mostly by fast electronic dephasing rather than by slow vibrational equilibration so that they are relatively insensitive to the particular choice of the vibrational relaxation model, which is why we used the simplest model of uncorrelated ground- and excited-state vibrational dynamics (the third term of eq 6a). Generalization to the case of off-diagonal disorder, intersite, intermode, exciton–vibrational correlations, and nonlinear Q coupling is straightforward.

We note that the same relaxation model was used in our previous paper\textsuperscript{22} and allowed us to explain quantitatively the vibrational dynamics for delays larger than those on the exciton relaxation time scale (i.e., the $F_n$ fluctuations were not taken into consideration). Here we generalize this model by introducing the electronic relaxation into the interaction Hamiltonian (eq 5) to explain the coupled exciton–vibrational dynamics for arbitrary time delays including the ultrafast exciton equilibration within 100–200 fs after impulsive excitation. As in the previous study, we assume that the displacements are site-independent (i.e., $A^i = \Delta i$), which implies that the displacements of the one- and two-exciton eigenstates $|k\rangle$ and $|q\rangle$ are $\Delta k$ and $2\Delta k$, respectively,\textsuperscript{22} (i.e., the displacements do not depend on k and q).

Generally, an electronic excitation in the antenna is created with a nonuniform change in the equilibrium positions of nuclear coordinates (i.e., the oscillator displacement of a nuclear mode depends on the site number n, thus reflecting a nonuniform lattice deformation due to polaron effects). In the case of moderate electron–phonon coupling, one can neglect the effects of polaron formation and consider the lattice deformation to be uniform. Such an approximation (used in our previous paper; see ref 22 for more details) is reasonable if the polaron is large enough, for example, when the polaron-induced length is larger than the disorder-induced length of the exciton wave functions.

In this case (and also because of the uncorrelated character of excitonic and vibrational relaxation), the Redfield superoperator splits into two parts that describe the relaxation of the electronic and vibrational subsystems separately.

The expansion of eq 4 up to third order in the eigenstate representation is given in Appendix A. The corresponding components of the Redfield tensor are derived in Appendix B.

The nonlinear absorption calculated according to eq 3 and eqs A1–A8 should be averaged over the realizations of the static disorder—random shifts of the site energies and intermolecular couplings that will perturb the energies and dipole strengths in the eigenstate representation (i.e., the $\omega_{kk'}^{|c|$ and $d_{kk'}^{|c|$ values). The disorder of the vibrational parameters can also be considered and may require an additional averaging step. Finally, an average should be made over the different orientations that the antenna units have with respect to the polarizations of the pump/probe fields (see Appendix C).

Model of the Antenna

As in our previous papers,\textsuperscript{22,26} we assume that the pigment arrangement in the core antenna of \textit{Rps. viridis} is analogous to that of LH2 of the BChl \textit{a}-containing bacteria. As a model of the antenna, we consider a circular aggregate of $N = 24$ or 32 BChl \textit{b} molecules with either C\textsubscript{12} or C\textsubscript{16} symmetry (the elementary unit cell contains two BChl \textit{b} molecules that are bound to the $\alpha$ and $\beta$ polypeptides). The orientations of the two BChls in a dimeric unit cell and the Mg–Mg distances between BChls are approximately the same as those for the strongly coupled B850 ring of BChl \textit{a} molecules in the LH2 antenna from \textit{Rps. acidophila}.\textsuperscript{3} We consider the BChl \textit{b} species to two-level molecules. The interaction energies between BChl \textit{b} molecules are $M_{12} = 400$ cm\textsuperscript{-1}, $M_{23} = 290$ cm\textsuperscript{-1}, $M_{13} = -52$ cm\textsuperscript{-1}, and $M_{14} = 14$ cm\textsuperscript{-1} where $M_{12}$ corresponds to the intradimer interactions, $M_{23}$, to interdimer nearest-neighbor interactions, $M_{13}$, to second-nearest-neighbor interactions, and $M_{14}$, to third-nearest-neighbor interactions. The unperturbed Q electronic transition energies of the two BChls in a dimeric unit cell are $E_1$ and $E_2$ (with $E_1 - E_2 = 300$ cm\textsuperscript{-1})\textsuperscript{27,28} The site inhomogeneity of the LH1 antenna was described by uncorrelated perturbations $\delta E$ to $E_1$ and $E_2$. The inhomogeneous width (fwhm of the Gaussian distribution of $\delta E$ values) is $\sigma$.

Alternative models with correlated disorder, elliptic deformation of the ring, and breaking of the closed ring by removing a few dimeric subunits were analyzed as well.

We assume that the electronic transitions are coupled to two vibrational modes with frequencies of $\Omega_1 = 58$ cm\textsuperscript{-1} and $\Omega_2 = 110$ cm\textsuperscript{-1}. Huang–Rhys factors $S_1 = 0.41$ and $S_2 = 0.23$, and relaxation constants (rates for the $1 \rightarrow 0$ vibronic transition) $\gamma_1 = 11$ cm\textsuperscript{-1} and $\gamma_2 = 11$ cm\textsuperscript{-1} at 77 K.\textsuperscript{22} These relaxation constants were fixed by an appropriate choice of $\alpha$ and $\tau_e$ values in eq B5 so that the vibrational part of the Redfield tensor can be calculated using eq B3.

The excitonic Redfield tensor depends on the wave function amplitudes $c_n^{|a|$ and $c_n^{|b|$ (eq B2) and the exciton splitting values $\omega_{kk'}^|c$ (eq B6), which can be obtained by diagonalization of the one- and two-exciton Hamiltonians (for each particular realization of the static disorder). The relaxation rates between pairs of levels with different splittings are determined by the spectral density $W^2 \exp(-W)$ where $W = \omega_{kk'}^{|c}/\omega_e$ and $\omega_e$ is the characteristic frequency (see eq B6) that we varied in our study from 15 to 150 cm\textsuperscript{-1} (i.e., around the 50 cm\textsuperscript{-1} value suggested for LH1/2 antenna).\textsuperscript{29} The coupling parameter $\chi$ that determines the amplitude of the site energy modulation that is necessary to explain the experimental relaxation dynamics is about 300–600 cm\textsuperscript{-1}. It follows from eqs B2 and B6 that the electronic relaxation rates increase proportionally to $\chi$. The pure dephasing of the exciton states is determined by the constant $\Gamma$ (eq B6). For example, the pure dephasing of one-exciton states is given by the difference between the whole line width $2\Gamma_{kk'}$ and the relaxation-induced broadening $\Delta_{kk'}$. According to eqs B2 and B6, this difference is equal to $\sum_n (c_n^{|c|)^2 2\Gamma_{kk'}$ (eq B8). In our simplest model, the spectral density $J_{kk'}$ falls to zero if $\omega_{kk'}^|c = 0$, so we introduced (following ref 29) an additional parameter to account for pure dephasing (i.e., $J_{kk'} = \Gamma/2$). Notice that by using more complicated spectral densities (see for example eq B8) one can obtain the pure dephasing constant from $2\Gamma_{kk'}$ at $k = k'$, but we found out that the actual value of the pure dephasing is not critical in our model, where the line shapes are determined mostly by relaxation-induced broadening (for higher states) or inhomogeneous broadening (for the lowest state). We have varied the $\Gamma$ value over the 40–160 cm\textsuperscript{-1} range that can be roughly estimated from the absorption line shape (see discussion below).

The pump and probe pulses were assumed to be Gaussian with a fwhm of 100 fs. The probe wavelength was tuned from 990 to 1090 nm both for 1017- and 1036-nm excitation corresponding to the blue side and the maximum of the absorption spectrum at 77 K, respectively.\textsuperscript{15}
Numerical Calculations

The nonlinear transient absorption spectra were averaged over 500–2000 realizations of the disorder using a Monte Carlo procedure. The time evolution of the density matrix was calculated using the basis of the 9 lowest one-exciton states and the 60 lowest two-exciton states with 8 vibronic sublevels each. If we consider exciton states without vibrational structure, then eqs A1–A8 can be solved directly, including all relaxation terms (i.e., with the full Redfield tensor) and all contributions (sequential, non-time-ordered, and coherent). However, the inclusion of vibronic states greatly complicates numerical simulations, so we have to make some assumptions to simplify the problem to make it solvable.

First, we use the secular approximation for the vibrational and exciton parts of the Redfield tensor, which implies that only the resonant terms $R_{iik}$ with $\omega_{ij} = \omega_{il}$ are taken into account (such as the population relaxation $R_{iik}$, the coherence decay $R_{iik}$, and the coherence transfer $R_{ij}$ with $\omega_{ij} = \omega_{ij}$). The coherence transfer is important in the description of the vibrational dynamics of a harmonic oscillator and must be taken into account for a quantitative fit of the vibrational coherences in the LH1 antenna.22 On the other hand, the electronic coherence transfer in the antenna can be neglected because of the strong anharmonicity of the exciton levels.29,31 Here we neglect the transfer of electronic coherences within the one-exciton manifold as well as the transfer of coherences between the ground state and the one- or two-exciton states, which means that the relaxation matrix in eqs A1, A6, A7, and A8 becomes diagonal and we have independent (noncoupled) equations containing only the decay of coherences. A solution of the third-order equations (eqs A7 and A8) can then be obtained in integral form with a subsequent summation over $k$ and $q$ (in $P(3)$ in eq 3) inside the integrand. In cases in which the dynamics of the second-order populations and coherences is much slower than the dephasing of the third-order polarization (i.e., the pulse spectrum is narrower than the whole width of the SE, PB, or ESA bands), the integration can be done only for the fast dephasing factor, giving a sum of Lorentzian factors (for the individual exciton transitions) describing a dispersion of the slowly varying polarization amplitude. This stationary polarization limit reduces the whole set of equations to second-order equations.

We have calculated the nonoscillatory part of the kinetics, thus neglecting terms $\rho_{bb}^{bb}(0)$ and $\rho_{bb}^{ai}(0)$ with $b \neq b'$ and $a \neq a'$. The terms $\rho_{bb}^{bb}(0)$ with different $k$ and $k'$ values give rise to an aperiodic decay rather than to oscillations because the splitting between $k$ and $k'$ states is less than the line width of these states (see below). We retain these terms, but their contribution was found to be relatively small. Much more significant are the non-time-ordered terms $\rho_{bb}^{bc}(\omega_2 - \omega_1)$ describing the coherence between exciton–vibrational states created by overlapping pump and probe. If the difference frequency is in resonance with any pair of states (i.e., $\omega_2 - \omega_1 = \omega_{bc}$), then the coherence between these states will be much larger than that created by the pump pulse alone.

Results

Dynamics of Transient Absorption. The model presented above allows us to obtain a good quantitative fit of the experimental data including absorption and pump–probe (transient absorption) spectra for the core antenna of *Rps. viridis* at 77 K.15 Figure 1 shows a simultaneous fit of the absorption and TA spectra for two different excitation wavelengths.
corresponding to the blue side and the middle of the 77 K absorption band (1017 and 1036 nm, respectively). For each excitation wavelength, we have modeled the dynamics of the isotropic (magic angle) TA spectra. The best fit was obtained for $N = 32$, the site inhomogeneity value $\sigma = 575 \text{ cm}^{-1}$, the coupling parameter $\chi = 490 \text{ cm}^{-1}$, the pure dephasing parameter $\Gamma = 70 \text{ cm}^{-1}$, and the characteristic frequency $\omega_c = 75 \text{ cm}^{-1}$.

In Figure 1, we present the TA spectra (both measured and calculated) at a 0-fs delay corresponding to the moment of maximal pump–probe overlap and at a 400-fs delay when the exciton relaxation is complete. Upon blue-side excitation, the experimental spectrum exhibits an 11-nm shift of the ESA maximum, a 10-nm shift of the isosbestic point, and a 15-nm shift of the bleaching maximum. Upon middle-band excitation, there is no shift of the ESA maximum and isosbestic point, whereas the bleaching peak shifts to the red by 7 nm. These values are reproduced by the model with an accuracy of about 2 nm (Figure 1).

A more detailed picture of the TA dynamics upon blue excitation (1017 nm) is presented in Figures 2 and 3. Figure 2 shows a 3-D view of the calculated (A) and measured (B) spectra at detection wavelengths from 990 to 1090 nm and time delays from −100 fs to 400 fs. The sequential $\Delta A_S$ (C) and coherent $\Delta A_C$ (D) parts of the calculated $\Delta A$ signal are shown as well. Parameters are the same as in Figure 1. A wavelength step of 2 nm and a time delay step of 33.3 fs were used to plot the three-dimensional surfaces corresponding to the calculated and measured data.

Figure 2. The calculated (A) and measured (B) transient absorption $\Delta A$ as a function of probe wavelength and time delay upon 1017 nm excitation. Sequential $\Delta A_S$ (C) and coherent $\Delta A_C$ (D) parts of the calculated $\Delta A$ signal are shown as well. Parameters are the same as in Figure 1. A wavelength step of 2 nm and a time delay step of 33.3 fs were used to plot the three-dimensional surfaces corresponding to the calculated and measured data.

The model calculations clearly unravel the origins of the experimental spectra (Figure 3B). The latter show dynamic corresponding to the blue side and the middle of the 77 K absorption band (1017 and 1036 nm, respectively). For each excitation wavelength, we have modeled the dynamics of the isotropic (magic angle) TA spectra. The best fit was obtained for $N = 32$, the site inhomogeneity value $\sigma = 575 \text{ cm}^{-1}$, the coupling parameter $\chi = 490 \text{ cm}^{-1}$, the pure dephasing parameter $\Gamma = 70 \text{ cm}^{-1}$, and the characteristic frequency $\omega_c = 75 \text{ cm}^{-1}$.

In Figure 1, we present the TA spectra (both measured and calculated) at a 0-fs delay corresponding to the moment of maximal pump–probe overlap and at a 400-fs delay when the exciton relaxation is complete. Upon blue-side excitation, the experimental spectrum exhibits an 11-nm shift of the ESA maximum, a 10-nm shift of the isosbestic point, and a 15-nm shift of the bleaching maximum. Upon middle-band excitation, there is no shift of the ESA maximum and isosbestic point, whereas the bleaching peak shifts to the red by 7 nm. These values are reproduced by the model with an accuracy of about 2 nm (Figure 1).

A more detailed picture of the TA dynamics upon blue excitation (1017 nm) is presented in Figures 2 and 3. Figure 2 shows a 3-D view of the calculated (A) and measured (B) spectra at detection wavelengths from 990 to 1090 nm and time delays from −100 fs to 400 fs. The sequential $\Delta A_S$ (C) and coherent $\Delta A_C$ (D) parts of the calculated $\Delta A$ signal are shown as well. Parameters are the same as in Figure 1. A wavelength step of 2 nm and a time delay step of 33.3 fs were used to plot the three-dimensional surfaces corresponding to the calculated and measured data.

The sequential $\Delta A_S$ (Figures 2C and 3C) grows during the pump pulse, reaches its maximum at 130 fs, and shows some decrease of bleaching amplitude between 130 and 230 fs. Because of the relaxation, the bleaching peak of $\Delta A_S$ continuously shifts from 1044 to 1050 nm for −100- to 230-fs delays. The coherent signal $\Delta A_C$ (Figures 2D and 3D) shows a blue-shifted negative peak at 1036 nm and two positive maxima. The amplitude of the coherent signal is maximal near zero delay.

As a result, we have a blue-shifted bleaching and two (long- and short-wavelength) absorption maxima of the total signal $\Delta A$ near zero delay (Figure 3A). After a 50-fs delay, the long-wavelength maximum disappears, whereas the short-wavelength maximum transforms to a broader and a more highly red-shifted sequential ESA maximum. After 130 fs, the coherent contribution completely disappears, and at the same time, the sequential signal reaches its maximum. The combined action of sequential and coherent contributions results in the very large apparent Stokes shift of the total signal at delays from −100 to 230 fs. Thus, the bleaching peak of the calculated $\Delta A$ signal shifts from 1036 to 1050 nm (Figure 3A).

The model calculations clearly unravel the origins of the experimental spectra (Figure 3B). The latter show dynamic
features that are very similar to the modeled ones. Notice, however, that the measured dynamics is more complicated because of oscillatory features, which were neglected in our modeling. Because of vibrational oscillations, the dynamic red shift is accompanied by modulations of the bleaching amplitude.

An unexplained feature in the experimental spectra is an additional shift of the bleaching peak at negative time delays. In the model, there is very little red shift between the −100- to 0-fs delay, whereas the measured bleaching peak shifts by 6 nm in this time interval. Such a shift cannot be connected with vibrational oscillations, which were neglected in our modeling, because its time scale (dozens of fs) is faster than the oscillatory period and its amplitude is bigger than modulations of the TA amplitude because of vibrational coherences. In ref 32, an ultrafast (sub-50-fs) red shift of the TA spectra with a similar amplitude was obtained for the B820 subunit of LH1. This phenomenon was ascribed to self-trapping due to fast phonon dynamics.32 To verify this possibility, we need to include in the model strong coupling to a manifold of phonon modes with a spectral density spread over a wide range of frequencies (this coupling is not present in our current model). Alternatively, these features may be ascribed to experimental artifacts such as residual frequency modulation of the pulses33 or other factors that give rise to specific features in TA dynamics at negative time delays.10

Notice that for larger delays (from 400 fs to 2 ps) the calculated and measured spectra show no additional spectral evolution such as a further red shift or some changes in line shape (data not shown). The vibrational coherence still exists up to 1.5−2 ps, thus giving rise to some oscillations in bleaching peak position (within 1−2 nm) and in bleaching amplitude (within ±5% of this amplitude), but vibrational population dynamics gives only a very small contribution (less than 1 nm) to the dynamic red shift. It is clear (and can be verified) that the TA shifting during the first 100−200 fs is determined mostly by the exciton relaxation.

Upon middle-band excitation, there is no pronounced red-shift dynamics of the sequential signal, so the TA evolution is determined mostly by the coherent contribution (data not shown). The latter has a negative peak at 1043 nm, giving rise to the ΔA shifting from 1043 to 1050 nm (as shown in Figure 1, bottom frame).

Electronic Relaxation Parameters. The parameters that determine the exciton relaxation dynamics (free parameters in our fitting) are the site inhomogeneity σ, the coupling parameter χ that determines the amplitude of the bath-induced dynamic disorder, the characteristic frequency of the system−bath coupling ωc, and the electronic pure dephasing Γ. These parameters also determine the line broadening due to coupling of the electronic coordinate to the slow and fast bath dynamics (inhomogeneous and homogeneous broadening). An additional line-broadening (or line nonhomogeneity) factor is the vibronic substructure of each of the exciton levels, which was determined in a previous paper22 and is fixed in our present analysis.

The site inhomogeneity value σ was determined from the fit with an accuracy of ±5%. An increase (decrease) in σ results in absorption and TA spectra that are too broad (narrow). In the earlier study,26 the σ value was estimated (from a simultaneous fit of absorption and steady-state TA spectra) to be 440 and 545 cm−1 for antenna sizes of N = 24 and 32, respectively. Both these sizes were used for modeling of LH1 in our previous work.22,26 Notice that such a difference in antenna size is not critical for the fit if one keeps the inhomogeneous width of the exciton levels constant. The latter is equal (approximately) to σ/√N, which is why we need different values of σ using different N. The present fit of the time-dependent TA gave an
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inhomogeneity value of 575 cm$^{-1}$ for \( N = 32 \), which is close to the earlier estimation.

Alternatively, the absorption line width can be explained by using much smaller disorder values together with the introduction of some amount of correlated energy shift or ring deformation, both giving rise to additional splitting between the \( k = \pm 1 \) levels.\textsuperscript{23–26} We concluded that these models fail to explain the low-temperature fluorescence polarization of LH1,\textsuperscript{23} thus giving a negative polarization in the middle of the band because of the presence of weakly overlapping \( k = \pm 1 \) levels with perpendicular transition dipoles. These models also cannot explain the dynamics of transient absorption. From our analysis, it follows that the measured TA dynamics upon blue-side excitation reflects a relaxation from higher \( k = \pm 2 \) and \( \pm 3 \) levels. We also have seen that upon middle-band excitation corresponding to excitation of the \( k = \pm 1 \) levels the red-shift dynamics is much less pronounced (Figure 1). In the models with elliptical deformations, the absorption spectrum is determined mostly by the \( k = \pm 1 \) states, whereas the higher exciton states specify that the \( k = \pm 2 \) states remain forbidden. In this case, the model calculation demonstrate that the red-shift dynamics upon blue excitation is almost the same as for middle-band excitation in contradiction with the experiment (see Figure 1). To correctly reproduce the short-wavelength excitation dynamics (Figure 1, middle frame), transitions to the higher exciton states must determine the blue wing of the linear absorption spectrum, which is the case for the disordered ring model.

The coupling parameter \( \chi \) can be determined with an accuracy of \( \pm 10\% \). Any alteration of this value results in proportional changes in all relaxation rates and all homogeneous line widths. It can be shown\textsuperscript{23} that Redfield theory is applicable if the changes in all relaxation rates and all homogeneous line widths.

\[ \langle R_{kkk} \rangle, \text{cm}^{-1} \]

\[
\begin{array}{cccccccc}
254 & -121 & -84 & -63 & -71 & -91 & -138 & \\
-1359 & -494 & -453 & 23 & -156 & -51 & -49 & \\
-356 & -990 & -456 & -553 & -17 & 86 & -52 & \\
-13906 & -3158 & -926 & -419 & -311 & 12 & -134 & \\
-58158 & -11260 & -3222 & -992 & -460 & -511 & 12 & \\
\end{array}
\]

\[ \langle 2R_{kkk} \rangle, \text{cm}^{-1} \]

\[
\begin{array}{cccccccc}
38.8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
84.7 & 0 & 0 & 139.5 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 242.1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 323.0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 448.5 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 455.1 & 0 \\
\end{array}
\]

\[ \langle 2R_{kkk} \rangle - \langle R_{kkk} \rangle, \text{cm}^{-1} \]

\[
\begin{array}{cccccccc}
18.0 & 13.7 & 10.8 & 9.4 & 8.8 & 7.3 & 6.6 & 0 \\
\end{array}
\]

*Off-diagonal terms in the kth column correspond to the \( k \rightarrow p \) transitions; diagonal terms correspond to the lifetime of the kth state (the exciton states are arranged in increasing order of energy). The \( R_{kkk} \) tensor is diagonal in our model, the \( 2R_{kkk} \) value is the homogeneous line width (fwhm); the difference \( 2R_{kkk} - R_{kkk} \) corresponds to a pure dephasing (this difference is equal to \( \Gamma \) multiplied by a participation ratio of the kth exciton state — see eq B2).*

The downhill transfer times between pairs of levels lie in the 50–150 fs range. The lifetime of the k-th level decreases rapidly with k. The lifetimes of the higher states (12–20 fs for \( k = \pm 2, \pm 3 \)) are significantly shorter than the pulse duration (100 fs), but we cannot use shorter pulses to see this fast relaxation because under broadband excitation it would be impossible to excite these higher levels selectively.

The value of the pure dephasing constant \( \Gamma \) is not critical for our fit. The real pure dephasing of the k-th level is \( \Gamma \) multiplied by the participation ratio \( \sum |c_k|^2 \) (eq B2). The latter is about 0.1 for the higher levels (i.e., the widths of higher levels are mostly determined by their lifetimes rather than by pure dephasing). However, the value of \( \Gamma \) can have a significant effect on the shape of the spectrum of the lowest \( k = 0 \) level (which is not broadened because of relaxation and which has a participation ratio of about 0.2–0.25), increasing the red wing of the absorption (Figure 1). We then conclude that \( \Gamma \) should be not larger than 50–70 cm$^{-1}$ at 77 K (the corresponding value of the pure dephasing is 5–18 cm$^{-1}$), whereas a lower limit cannot be estimated. The contributions of relaxation and pure dephasing to the homogeneous line width are given in Table 1. Notice that the difference \( 2R_{kkk} - R_{kkk} \) corresponding to the pure dephasing of the k-th exciton state is about 0.25\( \Gamma \) for the lowest state and decreases to 0.1\( \Gamma \) for the higher states (Table 1), as was expected from the participation ratio of about 0.25–0.1 calculated for the LH1 antenna.\textsuperscript{20} Notice, furthermore, that the pure dephasing of the lowest state is 18 cm$^{-1}$ at 77 K in our model, whereas 4 cm$^{-1}$ was obtained at 4 K by hole-burning.
studies of LH1. Such a difference looks reasonable when bearing in mind that typically increases with temperature. The dynamics of the populations of the exciton-vibrational states \( p(k,b) \) is given by the diagonal elements of the one-exciton density matrix (eq A2). The kinetics of the populations \( p(k,b) \) of the five lowest exciton levels and their four lowest vibronic sublevels (upon blue excitation) are shown in Figure 4 (top frame) together with the exciton populations \( P(k) \) calculated by taking the trace over the vibrational states (bottom frame). The Figure shows the very fast relaxation of the higher exciton levels \( k = 2 \) together with the slower equilibration among the lower levels \( k = 0, \pm 1 \). This fast relaxation of the higher states is responsible for the dynamic red shift of the TA spectrum between a -100- and 230-fs delay upon blue excitation. Interestingly, the slow redistribution of the excitation density between the three lowest exciton levels for delays larger than 230 fs (which is clearly seen in Figure 4) is not accompanied by any spectral shifts (in the case of the blue excitation shown in Figure 3). Upon middle-band excitation, the higher states are not populated, whereas the dynamics of the three lowest states does not lead to any pronounced red-shift dynamics. So, we conclude again that the experimentally observed red-shift dynamics is mostly determined by the presence of strongly allowed higher exciton states \( k = \pm 2 \) predicted by the disordered exciton model.

The calculated dynamics of the exciton-vibrational populations also shows some vibrational equilibration within the exciton states (Figure 4, top frame). For example, the population of the zero phonon level of the second exciton state, \( p(k = -1, b = 0) \), increases because of relaxation from higher vibronic sublevels (see the decrease in \( p(k = -1, b = 1) \)), whereas the total population of this exciton component is decreasing. The population of the zero phonon sublevel of the third exciton component \( p(k = +1, b = 0) \) displays a fast decrease immediately after the pump because of exciton relaxation, but at larger delays, it becomes almost time-independent because of vibrational relaxation from higher vibrational states that compensates the depopulation of the whole exciton state. It is interesting that this process of slow but nonnegligible dynamics of vibrational populations between 0- and 600-fs delays gives only a weak contribution to the red-shift dynamics in this time scale.

The dynamics of exciton states within the one-exciton manifold effectively results in a time evolution of the exciton wave packet in real space. Coherent properties of the exciton wave packet created by the pump can be described by a coherence function, which is defined as

\[
C(n) = \langle \sum_{b,m} \rho_{mb}^{bb}(n) \rangle = \langle \sum_{b,m} \sum_{k,k'} c_k^{m+n} c_{k'}^{n} \rho_{kk'}^{bb}(0) \rangle \quad (7)
\]

The time evolution of \( C(n) \) is shown in Figure 5. Initially, the pump creates a nonequilibrium superposition of exciton states. Some (relatively small) part of the excitation density is delocalized over the whole antenna, but the largest part of the initial wave packet is localized on a few (in our calculation, about six molecules) BChls. Because of exciton relaxation, the delocalized part (the wing of the \( C(n) \) function) disappears with a time constant of about 80 fs. The resulting steady-state coherence function has a width of eight molecules at 77 K in agreement with our earlier modeling. The steady-state delocalization length at 77 K exceeds the initial length because only the lowest state (with an admixture of 20–30%
of the next higher state) is populated in equilibrium. In contrast, at room temperature we would have a further dynamic localization of the excitation with a steady-state coherence length of 4–5 molecules.\(^{14,26,29,38}\)

**Discussion**

**Origins of Ultrafast Spectral Dynamics. 1. Exciton Relaxation.** Excitation of higher exciton states results in a blue-shifted stimulated emission (SE) and a broad excited-state absorption (ESA) component that is determined by transitions from higher one-exciton states to the two-exciton manifold (the dipole strength of these transitions is spread over a large number of two-exciton levels). After exciton relaxation, the SE is shifted to the red, and the ESA becomes narrower and also more red-shifted (because only transitions for a few of the lowest two-exciton states are allowed from the lower one-exciton levels). As a result, the total TA spectrum (i.e., the sum of SE, ESA, and a nonshifting photobleaching (PB)) exhibits a large time-dependent red-shift reflecting the exciton relaxation dynamics.

**2. Long-Lived Vibrational Relaxation.** Short-wavelength excitation can also be followed by the relaxation of higher vibration states that induces a red shift of the SE and a blue shift of the ESA components for each of the exciton states. Both shifts have a time constant of \(\gamma^{-1}\) (where \(\gamma\) is the vibrational relaxation constant) and are superimposed with oscillatory features in the case of underdamped modes (i.e., \(\gamma < \Omega\)). This is the case for the 58- and 110-cm\(^{-1}\) modes with Huang–Rhys factors of \(S_L = 0.41\) and \(S_H = 0.23\) and a relaxation constant of 11 cm\(^{-1}\) observed in LH1 of *Rps. viridis* at 77 K. For \(\gamma \ll \Omega\), the nonoscillatory part of the SE and ESA shifts produce some changes in the wings of the corresponding spectral components, whereas the maximum (determined mostly by the zero phonon line) remains unshifted. Combinations of these shifts for SE and ESA together with the unshifted PB result in a relatively weak shift of the total TA signal, as was observed experimentally\(^{15}\) and explained theoretically in a previous paper.\(^{22}\)

**3. Phonon-Induced Shift.** The spectral density of electron–phonon coupling may contain a few sharp peaks (with \(\gamma \ll \Omega\)) corresponding to underdamped modes as well as a broad, low-frequency wing (with \(\gamma_{\text{ph}} > \Omega\) where \(\gamma_{\text{ph}}\) is the relaxation constant of phonons) determined by superimposed overdamped phonon modes. If these modes are strongly coupled to the electron coordinate, they should be included in the modeling as additional system coordinates. The equilibration of these phonon modes results in a nonoscillatory aperiodic spectral shift with a time constant of \((\gamma_{\text{ph}})^{-1}\) that may be comparable or even shorter than the time scale of exciton relaxation. Such a phenomena (with the sub-50 fs time scale) was suggested to occur for the B820 subunit\(^{32}\) and is generally assumed to explain the ultrafast decay of the peak shift in three-pulse photon echo experiments on LH1 and LH2.\(^{39–41}\)

**4. Slow Equilibration.** There may also be some slower components of the dynamic red-shift, thus reflecting some energy migration or relaxation along the nuclear coordinate, which represents a slow reorganization of the environment.\(^{3,17}\)

According to the present study, the greatest part of the dynamic red shift of the TA in the sub-picosecond time scale can be explained by the pure exciton relaxation within the one-exciton manifold of the LH1. Notice that in this model we neglected a possible contribution from the ultrafast phonon equilibration.

**Exciton Relaxation and Line Broadening.** The model presented here implies a strong inhomogeneity of the antenna (i.e., the \(o/M\) ratio is about 1.4–1.5). However, the inhomogeneous width of the exciton levels, \(o/\sqrt{N} \approx 100\) cm\(^{-1}\), is less than the homogeneous broadening of the higher levels because of exciton relaxation (100–450 cm\(^{-1}\), see Table 1). The latter is determined by the coupling parameter \(\gamma = 490\) cm\(^{-1}\) and the pure dephasing parameter \(\Gamma = 70\) cm\(^{-1}\). In principle, the steady-state spectra can be modeled using an alternative parameter set with higher \(o/M\) and lower \(\gamma\) and \(\Gamma\) values. For example, Kühn and Sundström\(^{29}\) explained the steady-state pump–probe spectrum for LH2 by assuming that \(o/M = 2.3, \gamma = 50–100\) cm\(^{-1}\), and \(\Gamma = 5–20\) cm\(^{-1}\). In this case, the inhomogeneous width is much larger than the homogeneous broadening because of slower exciton relaxation. Consequently, this model predicted slow dynamics of the transient absorption with a time constant of 0.5–1 ps,\(^{29}\) whereas the true dynamics is 1 order of magnitude faster, thereby giving a complete exciton relaxation within 200–300 fs for LH1\(^{15}\) and LH2 antennae.\(^{9,10}\) To explain such a fast equilibration of the electronic subsystem, we need higher values of \(\gamma\) and \(\Gamma\). These higher values do not qualitatively change the exciton dynamics but reduce its time scale. For example, the dynamics of the coherence function (Figure 5) looks very similar to that obtained in ref 29, but in the latter case, the delocalized wing of C(n) disappears with a time constant of 600–700 fs, whereas in our model the corresponding time constant is about 80 fs.

**Coherent Artifact and Dynamic Stokes Shift.** We have seen (Figures 2 and 3) that because of overlap in the timing of pump and probe laser pulses there is an additional coherent contribution to the TA spectra that is shifted to the blue and that has its maximum at zero time delay. As a result, the TA spectra will display an additional dynamic red shift that can be even more pronounced than the “true” red shift because of exciton relaxation (which is viewed as a red shift of the sequential contribution). The time dependence of the coherent contribution in the stationary polarization limit is \(\exp(-t^2/(\tau_1^2 + \tau_2^2))\) if the pump and probe intensities are \(\exp(-t^2/\tau_1^2)\) and \(\exp(-t^2/\tau_2^2)\) where \(\tau_1\) and \(\tau_2\) are the pump and probe pulse durations, respectively, and \(\tau\) is the pump–probe delay. This means that the characteristic time of the “coherent” red shift is about \(\sqrt{2}\) times longer than the pulse duration. It is interesting to note that all experimental observations of the transient absorption shift reported so far revealed a main component with a time constant of about \(\sqrt{2}\) times the length of the pulses used. Thus, the main component of the dynamic red shift is 130–150 fs for LH1 probed by 100-fs pulses,\(^{15}\) 100 fs for LH2 at low temperature measured with 70-fs pulses,\(^{16}\) and 80–100 fs for LH2 at room temperature measured with 65-fs pulses.\(^{10}\) It seems very likely that the red-shift dynamics in all these cases is strongly dominated by the coherent factor, whereas the true relaxation rates are shorter than the pulse duration, lying in the 10–80 fs range according to our analysis. Notice that components shorter than 50 fs were observed for LH1 and LH2.\(^{9,10,14}\) It was also found that a shift of the excitation wavelength to the blue resulted in more short-lived decays up to sub-20-fs components upon excitation at the extreme blue edge of the absorption band.\(^{14}\) Unfortunately, in most cases, these true relaxation components are always hidden under a slow-pulse envelope, whereas shorter pulses cannot be used for selective excitation of higher exciton levels because of the relatively small splitting between levels in combination with their large widths. We remind the reader that upon nonselective excitation/probing with very short pulses decay components up to 10 fs were observed, but they cannot be assigned to any particular pair of levels.\(^{9}\) Direct visualization of exciton relaxation (including coherent oscillations) is possible only for a system with large
Fitting of Spectral Shapes: Limitations of Redfield Theory. Redfield theory predicts an exponential decay of electronic coherences as a result of weak coupling to the thermal bath. Therefore, we obtain a superposition of Lorentzian line shapes in the absorption profile (Figure 1, top frame) that clearly contains more intensity at the red side than at the experimental red wing. Figure 1 also shows that the calculated red wing is broader than the red wing of the lowest exciton level (the latter is determined by an inhomogeneous width of about $\alpha \sqrt{N} = 100$ cm$^{-1}$ and a pure dephasing value of 18 cm$^{-1}$; see Table 1). It therefore follows that the calculated red wing is determined by the superposition of Lorentzian wings from higher exciton states that are significantly broadened from fast relaxation. This result is an artifact of Redfield theory, yielding Lorentzian lines with broad overlapping wings, whereas the real line shapes are probably closer to Gaussian. For example, the polarized fluorescence of LH1 will be negative upon red excitation when calculated with Lorentzian line shapes (because of contributions from the wings of higher exciton states) but becomes positive (with the values close to the experimental values) when Gaussian shapes are used. Another example is the shape of the TA oscillations in LH1 upon red excitation that cannot be reproduced with Lorentzian line shapes but can be fitted quantitatively with Voigt profiles that are close to pure Gaussians. A more realistic line shape (introduced phenomenologically in refs 22 and 37) can be obtained from a more sophisticated theory that includes strong coupling to the bath, but this approach is beyond the limit of the present study that is based on the Redfield approach. Notice, however, that the above-mentioned line shape artifact is critical only for the modeling of nonlinear phenomena upon red excitation. In the case of blue and middle-band excitation (modeled in the present work), the calculated TA dynamics are not very sensitive to the line shape.

Another limitation of Redfield theory is connected with the eigenstate representation for the system coordinates (electronic and nuclear). As a result, the number of nuclear modes that is strongly coupled to electronic excitations is limited to one or two. The remaining part of the nuclear coordinates is considered to be a bath that is weakly coupled to the system coordinates, which makes it difficult to obtain realistic models of the blue wing of the absorption, the Stokes shift, and the red wing of the stimulated emission. This is the reason for the systematic deviation of the calculated TA profiles from the measured profiles. Thus, the negative red wing in the PB/SE region is always narrower than the experimental red wings in all pump–probe simulations for LH1/LH2 that have been performed. This red-side fit can be improved by taking into account the strong coupling to two vibrational modes for LH1, but the improved fit is still not perfect. Notice that in all these simulations only the steady-state TA spectra (with respect to exciton relaxation) were modeled. The only exception is ref 10, where the dynamic red shift of the TA in LH2 is calculated. In this model, a qualitative explanation of the red shift was obtained, but the calculated amplitude of this shift was found to be several times lower than the experimental value. In this respect, a quantitative explanation of the amplitude and time scale of the red shift of TA in our present paper is remarkable. We believe that the remaining discrepancies of our fit (some deviation of simulated and measured data, unclear behavior at negative delays etc.) are due to limitations of our present model. We hope to overcome these limitations at the next level of approximation.

Conclusions

We have modeled the ultrafast transient absorption dynamics in the core LH1 antenna of *Rps. viridis* at 77 K using a disordered exciton model with strong coupling to two vibrational modes and weak coupling of the vibrational and electronic coordinates to the thermal bath. The time-dependent red shift of TA can be quantitatively explained in terms of exciton relaxation in the one-exciton manifold. The lifetimes of the higher exciton states of 12–75 fs (depending on the state) were determined from a fit of the experimental data. We conclude that the experimentally observed red-shift dynamics is mostly determined by the presence of strongly allowed higher exciton states ($k = \pm 2$) that is predicted by the disordered exciton model. The dynamics of vibrational populations gives a relatively weak contribution to the total red-shift dynamics. An overlap in time of pump and probe laser pulses gives rise to an additional dynamic red shift that can be even more pronounced than the true red shift because of exciton relaxation.
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Appendix A

We use the following notations: $\rho_{kk}^{ba}$ is the density matrix element corresponding to the coherence between the $(g, a)$ and $(k, b)$ states ($\rho_{kk}^{00}, \rho_{kk}^{aa}$, $\rho_{kk}^{bb}$, and $\rho_{kk}^{ab}$ are defined similarly). $\rho^{00}$ denotes the density matrix of the n-th order with respect to the external field. $\rho_{kk}^{ba}(\omega)$ denotes the slowly varying amplitude of the matrix element oscillating with frequency $\omega$ (i.e., $\rho_{kk}^{ba}(\omega) = \rho_{kk}^{ba}(\omega) \exp(-i\omega t)$). In the rotating wave approximation (RWA), these are the elements with $\omega = \pm \omega_1$ and $\pm \omega_2$ in first-order, $\omega = 0$, $\omega_2 - \omega_1$, and $\omega_2 + \omega_1$ in second-order, and $\omega = \omega_2$ in third-order expansions.

In first order, the $E_{1,2}$ or $E_{1,2}^*$ fields create coherences between the ground and one-exciton states, $\rho_{kk}^{ba}(\omega_{1,2})$ or $\rho_{kk}^{ab}(-\omega_{1,2})$, respectively:

$$
\frac{d}{dt} + i(\omega_{kk}^{ba} - \omega_{1,2})] \rho_{kk}^{(1,2)} = -[R \rho_{kk}^{(1,2)}]^{ba}_{kk} + i \epsilon_{1,2}(\epsilon_{2,1} d_{kk}^{ba} \rho_{kk}^{(0)})
$$

$$
\rho_{kk}^{ab}(-\omega_{1,2}) = (\rho_{kk}^{ba}(\omega_{1,2}))^* \quad \rho_{kk}^{aa}(0) = P_a \quad (A1)
$$
where \( P_0 \) is the steady-state population of the vibronic levels in the ground state. The decay of the ground-state to one-exciton coherences is described by the action of the Redfield operator on \( \rho^{(1)} \). Generally, the relaxation term \( R^{(1)} \) is nondiagonal, thus including coherence transfer processes (see Appendix B).

In second order, the \( \mathbf{E}_2 \mathbf{E}_1 \) and \( \mathbf{E}_2 \mathbf{E}_0 \) interactions may create a particle in the excited state \( \rho_{kk}^{(0)} \) or a hole in the ground state \( \rho_{gil}^{(0)} \):

\[
\frac{d}{dt}\left[ \rho_{kk}^{(2)(0)}(t) \right] = -R^{(2)}(t)\rho_{kk}^{(0)(0)} + i\sum_k (\mathbf{e}_k \rho_{kk}^{(1)} - \mathbf{e}_k^\dagger \rho_{kk}^{(0)}(t) - \mathbf{e}_k \rho_{kk}^{(1)}(t)) (A2)
\]

\[
\frac{d}{dt}\left[ \rho_{gil}^{(2)(0)}(t) \right] = -R^{(2)}(t)\rho_{gil}^{(0)(0)} + i\sum_k (\mathbf{e}_k \rho_{gil}^{(1)}(t) - \mathbf{e}_k \rho_{gil}^{(0)}(t) - \mathbf{e}_k \rho_{gil}^{(1)}(t)) (A3)
\]

where \( \omega_{gil}^{(2)} = \omega_b - \omega_c \). Notice that the excited state is in fact a superposition of exciton–vibrational states, thus including coherences between one-exciton states as well as vibrational coherences, so the excited-state dynamics is determined by the coupled motion of the excited and vibrational wave packets, whereas the ground-state hole is just a vibrational wave packet. Dynamics of exciton and vibrational relaxation is described by the action of the Redfield operator on \( \rho^{(2)} \).

For time delays corresponding to the overlap of the pump and probe pulses, there exist additional \( \mathbf{E}_2 \mathbf{E}_2 \) and \( \mathbf{E}_2 \mathbf{E}_2 \) interactions that create populations \( \rho_{kk}^{(2)}(\omega_2 - \omega_1) \) and \( \rho_{gil}^{(2)}(\omega_2 - \omega_1) \) that oscillate with a difference frequency of \( \omega_2 - \omega_1 \):

\[
\frac{d}{dt}\left[ \rho_{gil}^{(2)}(t) \right] = -R^{(2)}(\omega_2 - \omega_1)\rho_{gil}^{(0)} + i\sum_k (\mathbf{e}_k \rho_{gil}^{(1)}(t) - \mathbf{e}_k \rho_{gil}^{(0)}(t) - \mathbf{e}_k \rho_{gil}^{(1)}(t)) (A4)
\]

\[
\frac{d}{dt}\left[ \rho_{gil}^{(2)}(t) \right] = -R^{(2)}(\omega_2 - \omega_1)\rho_{gil}^{(0)} + i\sum_k (\mathbf{e}_k \rho_{gil}^{(1)}(t) - \mathbf{e}_k \rho_{gil}^{(0)}(t) - \mathbf{e}_k \rho_{gil}^{(1)}(t)) (A5)
\]

as well as the \( \mathbf{E}_2 \mathbf{E}_2 \) and \( \mathbf{E}_2 \mathbf{E}_2 \) interactions, thus creating coherence between the ground and two-exciton states \( \rho_{gil}^{(2)}(\omega_2 + \omega_1) \):

\[
\frac{d}{dt}\left[ \rho_{gil}^{(2)}(t) \right] = -R^{(2)}(\omega_2 + \omega_1)\rho_{gil}^{(0)} + i\sum_k (\mathbf{e}_k \rho_{gil}^{(1)}(t) - \mathbf{e}_k \rho_{gil}^{(0)}(t) - \mathbf{e}_k \rho_{gil}^{(1)}(t)) (A6)
\]

In third-order we have three types of contributions (in the rotating wave approximation). The \( \mathbf{E}_2 \mathbf{E}_2 \mathbf{E}_1 + \mathbf{E}_2 \mathbf{E}_2 \) interactions correspond to a sequential (i.e., time-ordered) pump–probe. In this case, the pump acts first by creating an excited-state population and a ground-state hole, which gives rise to the absorption changes that consist of excited-state absorption (ESA1), stimulated emission (SE1), and ground-state photo-bleaching (PB1). The \( \mathbf{E}_2 \mathbf{E}_2 \mathbf{E}_2 + \mathbf{E}_2 \mathbf{E}_2 \) interactions correspond to a non-time-ordered signal where the electronic population and bleaching are created by overlapping pump and probe. The corresponding absorption changes will be denoted as ESA2, SE2, and PB2. Finally, the \( \mathbf{E}_2 \mathbf{E}_2 \mathbf{E}_2 + \mathbf{E}_2 \mathbf{E}_2 \) terms correspond to pathways where ground to two-exciton coherences are created by overlapping pump and probe. The third interaction then creates the \( \rho_{gil}^{(2)}(\omega_2) \) or \( \rho_{gil}^{(2)}(\omega_2) \) coherences, which give rise to the so-called coherent artifact. We will denote these two contributions as CA’ and CA”, respectively. (Usually, the term “coherent artifact” refers to all nonsequential contributions—the sum of ESA2, SE2, PB2, CA’, and CA”. Alternatively, it denotes the pathways with no electronic population—CA’ and CA”). The third-order density matrix elements are then given by

\[
\frac{d}{dt}\left[ \rho_{gil}^{(3)}(t) \right] = -R^{(3)}(\omega_2)\rho_{gil}^{(0)} + i\sum_k (\mathbf{e}_k \rho_{gil}^{(1)}(t) - \mathbf{e}_k \rho_{gil}^{(0)}(t) - \mathbf{e}_k \rho_{gil}^{(1)}(t)) (A7)
\]

\[
\frac{d}{dt}\left[ \rho_{gil}^{(3)}(t) \right] = -R^{(3)}(\omega_2)\rho_{gil}^{(0)} + i\sum_j (\mathbf{e}_k \rho_{gil}^{(1)}(t) - \mathbf{e}_k \rho_{gil}^{(0)}(t) - \mathbf{e}_k \rho_{gil}^{(1)}(t)) (A8)
\]

The three terms in the r.h.s of eq A7 correspond to the CA’, ESA1, and ESA2, respectively. The five terms in the r.h.s of eq A8 correspond to CA’, SE1, SE2, PB1, and PB2.

In the text, we separate the pump–probe dynamics into two contributions: (1) a sequential part \( \Delta A_3 = ESA1 + SE1 + PB1 \) and (2) a coherent part \( \Delta A_C = ESA2 + SE2 + PB2 + CA’ + CA” \). The total pump–probe signal is \( \Delta A = \Delta A_S + \Delta A_C \).

The elements of the Redfield tensor necessary to evaluate the relaxation terms in eqs A1–A8 are given in Appendix B.

**Appendix B**

We consider a system–bath interaction in the form of eqs 5 and 6 with uniform (site-independent) oscillator displacement. Then the Redfield tensor elements needed to obtain the relaxation terms in eqs A1–A8 are the following (a, c denote vibronic sublevels of the ground-state g; b, d denote sublevels of the one-exciton states k, p, or s; i denotes sublevels of the two-exciton states q or r, and j is the number of vibrational modes):

\[
R_{ab}^{(1)} = R_{ab}^{(1)} + R_{b}^{(1)} + R_{k}^{(1)} + R_{pp}^{(1)} + R_{bb}^{(1)}
\]

\[
R_{ab}^{(2)} = R_{ab}^{(2)} + R_{k}^{(2)} + R_{pp}^{(2)} + R_{bb}^{(2)}
\]

\[
R_{ab}^{(3)} = R_{ab}^{(3)} + R_{k}^{(3)} + R_{pp}^{(3)} + R_{bb}^{(3)}
\]

\[
R_{ab}^{(4)} = R_{ab}^{(4)} + R_{k}^{(4)} + R_{pp}^{(4)} + R_{bb}^{(4)} + R_{bb}^{(4)}
\]

\[
R_{ab}^{(5)} = R_{ab}^{(5)} + R_{k}^{(5)} + R_{pp}^{(5)} + R_{bb}^{(5)} + R_{bb}^{(5)} + R_{bb}^{(5)}
\]
\[ R_{kgk^*} = \sum_{s,n} c_{kn}^* c_n \langle a_s^3 \rangle J_{sk} \]  
\[ |k\rangle = \sum_n c_n |n\rangle \]

\[ R_{qf q'f'} = \sum_{m,n} c_{qm}^* c_{n} \langle a_m^3 \rangle J_{nf} \]
\[ R_{kk'pp} = \delta_{kp} R_{kkpp} + \delta_{k} R_{kk'pp} - \sum_{n} c_{kn}^* c_{n} \langle J_{kp} + J_{k^*p} \rangle \]
\[ R_{qq'kk'} = \delta_{k} R_{qqpp} - \sum_{n} c_{qn}^* c_{n} \langle J_{qq} + J_{q'q'} \rangle (\delta_{nn} + \delta_{nn'}) \]  
\[ R_{bab'} = \delta_{bb'} \sum_{j} \langle Q_{aa}^j Q_{ba}^j \rangle + \delta_{ba} \sum_{j} \langle Q_{bb}^j Q_{ab}^j \rangle \]
\[ R_{f(a,b)} = R_{bab'}(b-\bar{b}; Q-\bar{Q}) \]
\[ R_{f(a,b)} = R_{bab'}(b-\bar{b}; a-\bar{a}; d-\bar{c}; Q-\bar{Q}) \]
\[ Q_{aa} = (\delta_{a,a} - 1) \sqrt{a} + \delta_{a,a+1} \sqrt{1 + 1/2} \]
\[ \bar{Q}_{bb} = \sum_{j,a} \langle Q^j \rangle_{aa} q_{aq} b^b = (\delta_{b,b} - 1) \sqrt{b} + \delta_{b,b+1} \sqrt{1 + 1/2} \]
\[ J_{kk} = (1 - \delta_{kk}) \chi^2 W \exp(-W) (1 + \exp(\omega_{kk}/k_B T))^{-1} \]
\[ \chi = \sqrt{\beta} \quad W = \frac{\omega_{kk}}{\alpha_k} \]

The vibrational Redfield tensor is expressed through the matrix elements of the vibrational coordinate \( Q \) in the eigenstate basis and the spectral density function \( \Psi^{x}_{a-s} \), that is proportional to the mean square of the fluctuation amplitude \( \alpha_a \) (see eq 6a) and to the correlation time \( \tau_c \), reflecting the spectral density of fluctuations at frequency \( \omega_{kk} \). The exciton Redfield tensor contains the wave function amplitudes \( c_{kk} \) and \( c_{in} \) connecting the site and exciton (eigenstate) representation and spectral density function \( J_{kk} \). The latter includes the coupling parameter (i.e., the amplitude of the bath-induced fluctuations) \( \chi \) related to the mean square of the fluctuation amplitude \( \beta \) (see eq 6b) and its spectral density at frequency \( \omega_{kk} \). \( \Gamma \) is the pure dephasing parameter. In eq B6, the spectral density was taken in the simplest form (i.e., \( W^2 \exp(-W) \)). This phenomenological spectral density can be replaced by more complicated functions if one specifies the bath properties. For example, the \( J_{kk} \) functions can be calculated using the Brownian oscillator spectral density for the collective bath coordinates. In our model, the system–bath interactions are uncorrelated for different sites and are site-independent (eqs 5 and 6) (i.e., each chromophore interacts with its own bath). Modeling this bath by a single overdamped Brownian oscillator with spectral density

\[ C(\omega) = \frac{2\lambda\Lambda}{\Lambda^2 + \omega^2} \quad (B7) \]

\((\lambda \) is coupling constant, \( \Lambda^{-1} \) is the relaxation time) and using the results of ref 43, we get

\[ J_{kk} = -4A \left( \cot(\Lambda/2k_B T) - i \right) \left( A + i\omega_{kk} \right) - 4k_B \sum_{n,\ell} \nu_n^2 \left( 1 \right) \]

\[ \nu_n = 2\pi nk_B T \quad (B8) \]

Appendix C

If \( a, b, c, d \) are arbitrary vectors (different dipole moments in eqs 3 and A1–A8), then we have to average their projections on the field polarizations \( e_1 \) and \( e_2 \) according to the following rules:

\[ (e_a a)(e_a b)(e_a c)(e_a d) = \frac{1}{15} (ab)(cd) + (ac)(bd) + (ad)(bc) \]
\[ (e_a a)(e_a b)(e_a c)(e_a d) = \frac{1}{30} [4(ab)(cd) - (ac)(bd) - (ad)(bc)] \]
\[ (e_a a)(e_a b)(e_a c)(e_a d) = \frac{1}{9} (ab)(cd) \]

\[ e_m = \sqrt{3}(e_1^m + \sqrt{2}e_1^m) \quad (C1) \]

The indexes \( \parallel, \perp, \) m correspond to the parallel, perpendicular, and magic angle orientations, respectively, of the probe.
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